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A B S T R A C T

Land surface temperature (LST) retrieved from moderate resolution or downscaled from coarse
thermal infrared (TIR) data is one of key environment parameters. Over the last four decades,
most advanced remote sensing sensors/systems can acquire TIR data at a low spatial resolution
but high temporal resolution. However, per different application purposes, both high spatial and
temporal resolution TIR data are needed. Given that many investigations on downscaling LST
(DLST) processes have been done and findings have been reported in the literature, it necessitates
to have an updated review on DLST investigations of the status, trends, and challenges and to rec-
ommend future directions. An overview is provided on various polar orbits and geostationary or-
bits' satellite TIR sensors/systems and on scaling factors’ determination and selection techniques/
methods suitable for DLST processes. Existing various techniques/methods for DLST processes
are presented and assessed, and limitations and future research directions are identified and rec-
ommended. In this review, several concluding remarks were made, including (1) most investiga-
tions on DLST processes used coarse spatial resolution but high temporal resolution MODIS TIR
data; (2) compared to fusion-based method, the kernel-driven processes are the most frequently
used thermal downscaling methods; (3) machine-learning methods have demonstrated their ex-
cellent performance and robustness in improving DLST accuracy; (4) more advanced spatiotem-
poral fusion-based methods consider synergic powers by combining a kernel-driven process with
a fusion-based process method. The three future research directions for DLST processes are rec-
ommended: further reducing uncertainties of DLST results, developing novel DLST models and al-
gorithms, and directly reducing the spatial scaling effect in DLST processes.

1. Introduction
1.1. Significance of high resolution thermal remote sensing data

Thermal infrared (TIR) remote sensing, covering TIR range 3–12 μm (typical 8–14 μm), can be acquired by electro-optical sensors
in either a single broadband or multispectral or even hyperspectral images. Land surface temperature (LST) retrieved from remote
sensing TIR data is a key environmental parameters at local, regional to global scales (Zhan et al., 2013; Mao et al., 2021). Usually,
coarse remote sensing sensors/systems can acquire TIR data at a low spatial resolution but high temporal resolution compared to opti-
cal (visible-near infrared (VNIR) and short-wave infrared (SWIR)) data. Due to the issue of the trade-off between spatial and temporal
resolutions in modern thermal remote sensing technologies, it is extremely difficult to acquire both high temporal and spatial resolu-
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tions TIR imagery (Zhan et al., 2013; Xia et al., 2019; Mao et al., 2021). Given that LST plays a valuable role in controlling environ-
mental, physical, ecological, and biological processes (Wan and Dozier, 1996; Zhan et al., 2013; Xia et al., 2019), it is desirable to
have LST data at both high spatial (i.e., tens of meters or even a few meters) and high temporal resolutions for many application pur-
poses, such as mapping surface evapotranspiration in agricultural and arid regions (Anderson et al., 2012; Bindhu et al., 2013;
Olivera-Guerra et al., 2017; Liu et al., 2018b), studying urban thermal environments (Stathopoulou and Cartalis, 2009; Sobrino et al.,
2012; Zakšek and Oštir, 2012; Wang et al., 2020b) and urban heat island (UHI) effects (Zhou et al., 2019), and characterizing urban
heterogenous landscapes (Bonafoni et al., 2016; Bonafoni, 2016; Yang et al., 2019; Zawadzka et al., 2020).

To overcome the dilemma (i.e., low spatial resolution but high temporal resolution) of most available satellite TIR remote sensing
sensors, during the last four decades, a lot of studies have conducted to investigate downscaling LST (DLST) processes (from a rela-
tively lower/coarser spatial resolution to a relatively finer resolution) to generate high spatial LST data to meet many application pur-
poses. Such investigations of DLST techniques/methods of coarse TIR data have attracted the interest of a lot of researchers. Sequen-
tially, there are more and more research projects/studies that have been done and their analysis results and novel findings were re-
ported in the currently literature (Fig. 1). To outline current status and point future direction and promote the research and applica-
tion of DLST techniques and methods as well, some review papers have been published. Table 1 lists and summarizes the topics and
objectives of three existing review papers that are closely related to this review for downscaling LST from a coarse resolution to finer
resolutions. Compared to the major issues or contents/components reviewed in the three papers (Table 1), in this review paper, (1) an
update of review including newly published studies; (2) more detailed and update TIR remote sensing sensors/systems are presented;
(3) more comprehensive and detailed state-of-the-art DLST techniques and methods are reviewed and assessed; and (4) more specific
future research directions are pointed out (e.g., novel and optimized DLST models and algorithms, direct reduction of scaling effects
in DLST). Concerning point 3, we considered a) an overview of reference data (field and image based); b) a comprehensive analysis of
the scaling factors (characteristics and selection); c) the analysis of different methods: classic-based, regression-based, machine learn-
ing-based, TIR spectral unmixing-based, spatiotemporal fusion-based; d) an insight on the spatial scaling effects and reduction ap-
proaches.

In general, DLST processes can provide a better resolutions dataset of LST at both finer spatial and temporal resolutions and thus it
is widely thought as an effective tool to utilize subpixel thermal energy for many applications. In current literature, the relevant stud-
ies on DLST techniques/methods have used different terms from DLST but have the same or similar meaning, which include fre-

Fig. 1. Number of papers published related to DLST processes after 2000.

Table 1
Summary of focuses/objectives of major existed review papers related to DLST.

Authors
(year)

Title Focus/objective

Zhan et al.
(2013)

Disaggregation of remotely sensed land
surface temperature: Literature survey,
taxonomy, issues, and caveats

Overview on DLST: various assumptions, terms/definition, categories, their relationships, illustrations,
advantages/disadvantages/limitations, etc. This review gives a generalization of thermal sharpening
(TSP) and temperature unmixing (TUM), promotes the understanding of DLST, suggests future
research.

Yoo et al.
(2020)

Spatial downscaling of MODIS land surface
temperature: Recent research trends,
challenges, and future directions

A comprehensive overview on current research trends for downscaling MODIS LST based on a recent
literature survey covering past decade. Techniques classified into three groups—kernel-driven, fusion-
based, and the combination of both methods. Future research directions are pointed out.

Mao et al.
(2021)

Resolution enhancement of remotely sensed
land surface temperature: Current status
and perspectives

Review on the current status of DLST data; comprehensive investigation and analysis of three groups
of DLST methods: spatial or temporal resolution enhancements, or simultaneous spatiotemporal
resolution enhancement. Key directions for future studies of DLST.
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quently used: disaggregation of LST, spatial resolution improvement of LST, spatial enhancement of LST, spatial (thermal) sharpen-
ing, subpixel temperature estimation, thermal spectral unmixing, component temperature retrieval. In this review, DLST will be a rep-
resentative term for all of them even though the various terms may be directly cited in specific studies reviewed in this paper.

1.2. Review objectives
In this review, an overview is provided on TIR remote sensing data downscaling investigations, especially reviewing and assessing

the state-of-the-art techniques and methods of DLST and spatial scaling effect in DLST processes. The substantial objectives of this pa-
per are to.
• review high temporal resolution but low spatial resolution TIR sensors and systems frequently used for coarse resolution TIR data

spatial sharpening and spectral unmixing studies;
• provide an overview on, and characterize, different techniques/methods for downscaling LST from coarse/native resolutions to

finer target resolutions;
• Assess spatial scaling effect on DLST results and review approaches to measure and reduce the scaling effects on DLSTs; and
• Identify limitations and constraints existing in current DLST processes and point future research directions for improving DLST

results and promoting applications of TIR remote sensing at finer resolutions in different areas.

1.3. Review approach
In this review of DLST with various coarse resolution TIR remote sensing sensors/systems’ data, a total of 220 peer-review journal

and proceedings papers in English language were reviewed, but among them, only 135 papers were directly cited in this review (re-
maining 85 papers have also been involved in some figures). Although a few of DLST related journal papers published before 2000
were included in the list for this project, this review is more emphasizing papers published in and after 2000, especially after 2010.
The Web of Science (https://www.webofscience.com/wos/woscc/basic-search) was accessed for searching for relevant papers pub-
lished during the last four decades based on the following terms in Topic: [(thermal sharpening AND LST) OR (subpixel temperature
estimation AND LST) OR downscaling LST OR (component temperature retrieval AND LST) OR spatial enhancement of LST OR spatial
resolution improvement of LST OR (thermal fusion AND LST) OR disaggregation of LST OR ((temperature unmixing AND LST) OR
(temperature mixture analysis AND LST)) OR super-resolution of LST]. There were about 570 studies on the topic to be found. Then
the 570 studies were further screened by referring to the following criteria all met to form a final list (216) of papers reviewed for this
project.
• A study reported in a paper must downscale TIR data from a coarse/native resolution to at least one finer spatial resolution;
• A study must generate and/or present DLST results in a form of table and/or figure;
• A study must investigate effect(s) of scaling factors or kernel set (type and characteristics) and/or (&) technique/methods of

DLST & temporal & data pre-processing & feature extraction methods on DLST results;
• A study must present detailed accuracy assessment results of TIR data downscaling processes.

In this review, after discussing the significance and importance of high resolutions (spatial and temporal) TIR data in land surface
processes, review objectives and approach, a full list of modern TIR remote sensing sensors/systems frequently used in downscaling
processes, including geostationary orbit, polar orbit satellite TIR remote sensing sensors/systems, is reviewed. Next, methods and
techniques for downscaling TIR data are reviewed and assessed with a particular interest in reference data collection, scaling factors
(kernels) extraction and selection, DLST processing methods and algorithms and their characteristics. As a challenge in downscaling
TIR data processes, the spatial scaling effect is evaluated and possible approaches to measure and correct the effect are discussed. Fi-
nally, after identifying and discussing current limitations and constraints of techniques and methods for downscaling TIR data, possi-
ble future research directions for improving DLST results are pointed out.

2. Satellite TIR remote sensing sensors/systems
Satellite TIR remote sensing sensors' data that are currently available for downscaling processes include a moderate to coarse spa-

tial resolution and 35 days to 15 min temporal resolution (Table 2). The platforms of modern TIR remote sensing sensors/systems
consist of different polar orbits and geostationary obits. Table 2 summarizes TIR remote sensing sensors/systems currently used for
DLST processes from sensors’ name and characteristics including band setting and information sources, etc. Fig. 2 presents TIR sen-
sors that are frequently used for DLST processes, calculated from the list of papers/studies reviewed in this study.

2.1. Polar orbits (I): moderate resolution TIR sensors
Moderate resolution satellite TIR sensors currently used for DLST processes include those onboard Landsat series and Terra with

spatial resolution better a few 100 m. The Thematic Mapper (TM) onboard Landsat 4/5, the Enhanced Thematic Mapper Plus
(ETM+) onboard Landsat 7, and the Thermal Infrared Sensor (TIRS) onboard Landsat 8 measure land surface thermal energy in one
or two thermal bands, while the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) sensor carried by Terra
satellite senses land surface TIR energy in five multispectral thermal bands (Table 2). Recent years, many DLST processing studies
(Fig. 2) have indicated that the Landsat series sensors and ASTER TIR data have been popularly used for DLST processes to create high
(e.g., 30 m resolution) and very high (better than 30 m resolution, VHR) (e.g., Jiang and Weng, 2013; Pu, 2021), and, coupling some
coarse spatial resolution but high temporal TIR sensors (e.g., Moderate Resolution Imaging Spectroradiometer (MODIS)), high spa-
tiotemporal Landsat-like time series TIR data (e.g., Herrero-Huerta et al., 2019; Yao et al., 2020). For example, Jiang and Weng

https://www.webofscience.com/wos/woscc/basic-search
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Table 2
A list of moderate - coarse spatial but high temporal resolution thermal remote sensing sensors/systems frequently used for downscaling LST processes.

Satellite Sensor/
system

Revisit
perioda

No. of
TIR bands

TIR spectral range, wavelength
(μm)

Spatial
resolution (m)

Operation Information sourceb

Polar orbits (I): Moderate resolution (pixel size < 1000 m)
Landsat-4,-5 TM 16 D 1 10.4–12.5 120 1982–

2011
https://earthexplorer.usgs.gov/

Landsat-7 ETM+ 16 D 1 10.4–12.5 60 Since
1999

https://earthexplorer.usgs.gov/

Landsat-8 TIRS 16 D 2 10.60–11.19, 11.50–12.51 100 Since
2013

https://earthexplorer.usgs.gov/

Terra ASTER on-
demand

5 8.125–8.475, 8.475–8.825,
8.925–9.275,10.25–10.95,
10.95–11.65

90 Since
1999

https://earthexplorer.usgs.gov/

Polar orbits (II): Coarse resolution (pixel size ≥ 1000 m)
Terra/Aqua MODIS 1 - 2 D 2 10.78–11.28, 11.77–12.27 1000 Since

1999
https://modis.gsfc.nasa.gov/

NOAA AVHRR 0.5 D 2 10.5–11.3, 11.5–12.5 1100 Since
1979

https://www.avl.class.noaa.gov/release/
data_available/avhrr/index.htm

Envisat AATSR 35 D 2 11.0, 12.0 1000 Since
2002

http://www.atsrsensors.org/aatsr.htm

ERS ATSR 35 D 2 11.0, 12.0 1000 Since
1991

http://www.atsrsensors.org/
aboutATSR.htm

Sentinel-3(A/
B)

SLSTR 1 D 2 10.85, 12.02 1000 Since
2016

https://sentinel.esa.int/web/sentinel/home

Fengyun-3(A/
B/C)

VIRR 5.5 D 2 10.3–11.3, 11.5–12.5 1100 Since
2008

https://fy4.nsmc.org.cn/data/en/
instrument/VIRR.html

Geostationary orbits
GOES Imager 3 H 2 10.2–11.2.11.5–12.5 4000 Since

1975
https://www.goes.noaa.gov/

Meteosat-8,
MSG

SEVIRI 15 M 2 9.8–11.8, 11.0–13.0 3000 Since
2005

https://www.eumetsat.int/seviri

INSAT VHRR <1 D 1 10.5–12.5 8000 Since
2003

https://www.mosdac.gov.in/insat-3a

Fengyun-4A AGRI 15 M 4 8.0–9.0, 10.3–11.3, 11.5–12.5,
13.2–13.8

4000 Since
2016

https://fy4.nsmc.org.cn/nsmc/en/theme/
FY4A_instrument.html

Note.
a D-day, H-hour, M-minute (limited in the table).
b Accessed on November 14, 2021.

Fig. 2. Utilization frequency of moderate - coarse spatial but high temporal resolution TIR remote sensing sensors/systems.

(2013) downscaled Landsat TM 120 m LST to 30 m fine resolution by using a vegetation cover-based thermal sharpening method.
Bonafoni et al. (2016) conducted downscaling Landsat LST over the urban area of Florence, Italy from a native 120 resolution to 30
fine resolution with TM optical data derived scaling factors. Essa et al. (2012) downscaled ETM+ 60 LST to 30 m resolution with 15
spectral indies as scaling factors. Zawadzka et al. (2020) proposed a DLST method for downscaling Landsat 8 TIRS derived 100 m res-
olution LST to 2–4 m by using scaling factors extracted from very high resolution hyperspectral aerial imagery and large-scale topo-
graphic maps. In assessing scaling effect in DLST processes at different at high and very high spatial resolutions, Pu (2021) conducted

http://www.avl.class.noaa.gov/release/data_available/avhrr/index.htm
http://www.avl.class.noaa.gov/release/data_available/avhrr/index.htm
https://sentinel.esa.int/web/sentinel/home
http://www.goes.noaa.gov/
http://www.eumetsat.int/seviri
http://www.mosdac.gov.in/insat-3a
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downscaling ASTER 90 m resolution LST to 4–30 m finer spatial resolutions. In addition, Herrero-Huerta et al. (2019) and Yao et al.
(2020) downscaled TM/TIRS 120 m and 100 m LSTs coupled with MODIS 1000 m LST to create high spatiotemporal Landsat-like
30 m resolution time series LSTs. There are many other similar studies on downscaling the moderate resolution TIR sensors’ data to
high and very high resolutions including, but not limited to, DLSTs from TM 120 m to finer resolutions by Tom et al. (1985) and Guo
et al. (2014); from ETM+ 60 m to finer resolutions by Deng and Wu (2013a); from TIRS 100 m to finer resolutions by Wang et al.
(2017); from ASTER 90 m LST to finer resolutions by Gustafson et al. (2003), Xu et al. (2020), Hu et al. (2021), and Zhou and Zhang
(2021).

Given the fact that the moderate resolution TIR sensors' data can be downscaled to high and VHR resolutions, most of the DLSTs
downscaled from the TIR sensors' data are used for mapping and characterizing thermal environments with heterogenous landscapes,
such as heterogenous urban landscapes. For example, Huang et al. (2013) and Yao et al. (2020) utilized DLSTs at high resolutions,
downscaled from the Landsat TIR sensors’ LST to characterize and monitor UHIs. Zawadzka et al. (2020) generated the VHR DLSTs
for characterizing heterogenous urban landscapes.

2.2. Polar orbits (II): coarse resolution TIR sensors
Typical high temporal resolution (0.5–2 days) but low spatial resolution (∼1000 m) sensors/systems, popularly used for DLST

processes, specify the NASA-MODIS sensor onboard the Terra/Aqua satellites and the NOAA-AVHRR (Advanced Very High-
Resolution Radiometer). Other polar orbits coarse resolution TIR sensors with less investigation for DLST processes also include the
European Space Agency's Along-Track Scanning Radiometer (ATSR), Advanced ATSR (AATSR), and the Sea and Land Surface Tem-
perature Radiometer (SLSTR) onboard Sentinel-3(A/B) and the Visible and Infrared Radiometer (VIRR) onboard Fengyun-3 (B/C)
(Table 2). The coarse resolution TIR sensors' data can be used for downscale to different moderate resolutions (mostly a few 100 m).
In the current literature, it is easily found that there are a lot of studies on DLST processes with the coarse resolution TIR sensors' data,
especially the MODIS coarse resolution LST data (Fig. 2), for which, researchers either directly used real MODIS LST data to down-
scale to moderate resolutions or used MODIS-like LST data simulated by aggregating moderate resolution sensors' data to downscale.
For example, Mukherjee et al. (2014) used the original 1000 m MODIS LST data to downscale to 250 m LST and the Landsat TM up-
scaled 960 m LST data to downscale to 480 m and 240 m LSTs over heterogeneous landscapes. Sharma et al. (2020) also utilized both
real MODIS 1000 m LST data and aggregated Landsat 8 LST data at 1000 m resolution to downscale to 400, 300, 200, and 100 m res-
olutions. In addition, to create high spatiotemporal time series TIR data, the coarse resolution MODIS data are coupled with moderate
resolution sensors (e.g., TM, TIRS and ASTER) by using spatiotemporal-based models (discussing them in section 3.3 below). For in-
stance, Moosavi et al. (2015) fused multitemporal MODIS and Landsat TIRS TIR data to predict daily LST at 100 m-resolution. To
monitor an environmental process, Wu et al. (2015) generated daily high spatial resolution LSTs by fusing ASTER and MODIS LST
products. There were some studies on downscaling other coarse resolution TIR sensors' data to moderate resolutions, including
AVHRR (e.g., Matson and Dozier, 1981; Stathopoulou and Cartalis, 2009; Chybicki and Łubniewski, 2017).

The moderate resolution LSTs downscaled from the coarse resolution TIR sensors are mostly used for mapping, monitoring and
characterizing large landscapes and some cases at a regional scale. For example, such DLSTs from the coarse TIR sensors’ data were
used to map and monitor soil moisture (e.g., Amazirh et al., 2019; Bai et al., 2019), agriculture landscapes (e.g., Jeganathan et al.,
2011; Mukherjee et al., 2015; Eswar et al., 2016), and evapotranspiration (e.g., Bindhu et al., 2013; Bisquert et al., 2016; Mahour et
al., 2017; Olivera-Guerra et al., 2017; Liu et al., 2018b).

2.3. Geostationary orbits TIR sensors
Geostationary orbits TIR sensors can provide TIR image data within the same region (dish area) of the Earth at high temporal reso-

lution (e.g., 15 min) (Mao et al., 2021). They include Imager onboard GOES (Geostationary Operational Environmental Satellite), SE-
VIRI onboard MSG (Meteosat Second Generation), and AGRI onboard Fengyun-4A, etc. They are currently used for LST downscaling
from very coarse native spatial resolution (a few of kilometers but very high temporal resolution) to general coarse and moderate res-
olution LSTs (most in time series). Detailed information on commonly used geostationary orbits TIR sensors in LST downscaling
processes are summarized in Table 2. There were many studies on DLST processes to generate MODIS-like spatial resolution LSTs for
monitoring the Earth surface thermal budget including urban thermal environments. The DLSTs disaggregated from geostationary or-
bits TIR sensors are mostly at high temporal resolutions up to 15 min and cover regional or continental areas (e.g., SEVIRI covering
most European and GOES-East most South and North Americans' areas). For example, Weng and Fu (2014) downscaled GOES Image
4 km LST to 1 km resolution to create a time series LST products for monitoring of UHI in the Los Angeles region by extracting and us-
ing key diurnal temperature cycle parameters. Jiang et al. (2015) used the disaggregated GOES Image LST data to MODIS-like 1 km
resolution LSTS for assessing heat wave health risks at a regional scale. To create time series LST data for performing an urban heat is-
land diurnal cycle analysis, Zakšek and Oštir (2012) downscaled SEVIRI onboard MSG LST data with 3 km × 5 km–1 km spatial reso-
lution and 15 min temporal resolution LSTs. Sismanidis et al. (2017) also disaggregated ∼4 km SEVIRI LST DLST to 1 km MODIS-like
LST data to create a diurnal LST product. There are more studies on aggregating geostationary orbits TIR sensors’ data to regular
coarse (∼1 km) and moderate resolution LST data (a few of 100 m) during the last two decades, including GOES TIR data (e.g., Kustas
et al., 2003; Agam et al., 2007; Inamdar and French, 2009; Vaculik et al., 2019); MSG- SEVIRI TIR data (e.g., Zakšek and Schroedter-
Homscheidt, 2009; Bechtel et al., 2012; Kallel et al., 2013; Mechri et al., 2014; Mechri et al., 2016; Njuki et al., 2020), and Fenyen-
4A/SGRI TIR data (e.g., Zhu et al., 2018b).



Remote Sensing Applications: Society and Environment 29 (2023) 100921

6

R. Pu and S. Bonafoni

3. Techniques and methods of downscaling LST
3.1. Reference data

To assess the performance of a new method/technique to downscale coarse resolution TIR sensors’ data to finer resolutions, refer-
ence data are necessary for evaluating quality and accuracy of DLST results. According to different reference data sources, there are
two approaches that can be adopted to collect the reference data, field-based (in-situ, UAV-based LST and TIR radiance measure-
ments) approach and TIR/LST image-based approach. In addition, simulated data can be also used as the reference data that allow us
to evaluate the strengths and weaknesses of a DLST method in some aspects (Quan et al., 2018; Xia et al., 2019b; Mao et al., 2021).
However, since less studies with the simulated data as reference data are reported in the relevant literature, they were not reviewed in
this paper.

3.1.1. Field (in-situ)-based approach
Based on requirements for assessing the performance of a new downscaling method and validating its DLST results, sampling

methods (a random or systematic or typical sampling method) and samples (usually a set of plots distributed in areas of different land
use/cover types) are first selected and deployed in a project area, then a set of in-situ samples of LST/TIR radiance are measured by
adopting one field LST/TIR radiance measurement approach and required instrument (e.g., Coll et al., 2005; White-Newsome et al.,
2013; Bonafoni et al., 2016). In practice, the field collected reference data are usually used for verifying DLST results at a high or very
high resolution (e.g., better than 15 m) and a local scale (i.e., covering a relatively small study area), and thus the field-based ap-
proach is not suitable for validating DLST results covering a large or a regional area. For example, Zhou et al. (2016) downscaled
ASTER 90 m LST data to 15 m high resolution and Landsat TIRS 100 m LST data to 30 m resolution. The DLST results were verified
with field-measured LST data. To validate the DLST results at very high resolution (2 m) from upscaled moderate resolutions (40 m,
30 m, and 20 m), Bonafoni and Tosi (2017) first verified the retrieved LST from 2 m resolution airborne TIR data with the ground-
measured LST data, then used the verified LST image to validate the DLST results. In recent years, a flexible UAV-carried sensors (LST
thermometer or TIR radiometer) may be used for collecting the reference (imaging) data of LST/TIR radiance for DLST validation pur-
pose (e.g., Wang et al., 2020).

Field LST measurements do not frequently necessarily represent LST values over a pixel area due to large spatial variations of LST
at a pixel scale, depending on the pixel size (spatial resolution) and thermal spatial variation within the pixel area and on spatial het-
erogeneity of landscapes within the pixel area. This is because natural land cover materials and types and their corresponding LST and
LSE (land surface emissivity) values are quite variable at scales of a few of 100 m2 or of km2 (Li et al., 2013). Homogeneous and flat
Earth surfaces, such as inland water, sand, snow, and ice, which can be relatively easily measured and characterized, can serve as vali-
dation sites/areas (Snyder et al., 1997; Sobrino and Romaguera, 2004b; Coll et al., 2005; Guillevic et al., 2012). Thus, the field-based
approach might not suitable for validating DLST results covering heterogenous surface and variable terrain areas, especially with a
large pixel size.

3.1.2. Image-based approach
In LST/TIR data downscaling processes, the use of the image-based approach for assessing the DLST methods and validating DLST

results perhaps is of one most popular and effective approach. This is because (i) the TIR/LST images, including airborne or satellite
sensors’ images, frequently have the same spatial or temporal or both spatiotemporal characteristics as those DLST results, and (ii) the
most of moderate to coarse resolution TIR/LST images are easy to access and available for most users. Therefore, not like the field-
based approach, verifying DLST results covering in a heterogenous and variable terrain surface and at moderate to coarse resolutions
is reliable and accurate with the image-based approach via comparing the DLST results with appropriate scales/resolutions (spatial
and temporal) images. To fit the spatial/temporal resolutions of DLST results, if the spatial/temporal resolutions of the images used
for validating the DLSTs do not match those of DLST results, the images for validation purposes can be upscaled to the required reso-
lutions for validating the DLST results. For example, Zhang et al. (2019) and Li et al. (2018) downscaled 1000 m or 990 m resolution
MODIS LST to 90 m resolution LST, then validated the DLSTs at 90 m resolution with ASTER 90 m resolution LST product. Wang et al.
(2020) and Luo et al. (2021) also disaggregated 1000 m resolution MODIS LST to 100 m resolution LST then validated the DLST at
100 m resolution with Landsat 8 TIRS 100 m LST data. Stathopoulou and Cartalis (2009) downscaled 1000 m resolution AVHRR data
to 120 m DLST and validated with Landsat 120 m resolution TM LST. Jeganathan et al. (2011) first downscaled MODIS 1 km LST
product to 810 m, …, and 180 m resolutions, then upscaled ASTER 90 m LST products to Dusts corresponding resolutions LSTs to ver-
ify the DLSTs from MODIS. When the acquisition time for the images for validation purposes is different from that for the coarse reso-
lution LST image, it is necessary for the former images to normalize the possible LST difference caused by the time difference of ac-
quiring images by adopting some normalization approaches (e.g., one introduced in Pu, 2021).

To test a newly developed DLST method/technique, many studies use upscaled (aggregated) TIR or LST data at lower resolutions
to downscale to different finer resolution DLSTs then validate them with corresponding upscaled TIR or LST data. For example, Chen
et al. (2014) first upscaled ASTER 90 m LST to 720 m resolution then downscaled to 90 m resolution LST and validated it with ASTER
90 m LST. Liu et al. (2018) first aggregated ETM+ 60 m LST to 960 m, 240 m, and 120 m for site 1 (an agriculture area) and TM
120 m LST to 960 m for site 2 (an urban area) then disaggregated to 240 m, 120 m, and 60 m for site 1 and to 480 m, 240 m, and
120 m for site 2. They validated the DLSTs at different resolutions with corresponding resolution upscaled ETM + LSTs from 60 m
and TM LSTs from 120 m, respectively. There are a lot of other studies using upscaled lower resolution LSTs to downscale to different
finer resolution LSTs with DLST methods and then validate them with corresponding upscaled LSTs, such as, using Landsat 8 TIRS LST
by Xia et al. (2018) and Liang et al. (2021) and ASTER LST by Sattari et al. (2018). With the same sensor's data for testing and validat-
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ing downscaling processes, one unique advantage is that DLST data and the images for a validation purpose have an identical image
acquisition time.

3.2. Types and selection of scaling factors
Scaling factors (SFs), used as independent variables for kernel-based DLST processes, are extracted from relatively high resolution

multi-/hyper-spectral optical sensors’ data, mostly covering visible, NIR and MIR spectral ranges, and also from no-remote sensing
ancillary data (e.g., DEM data). In the relevant DLST processes literature, there are many different terms but with the same meaning
and/or function as SFs, frequently including kernels, predictors, independent variables, and explanatory variables, etc. Although dif-
ferent terms have be used in different studies, in this review, the SF is adopted.

3.2.1. Types and characteristics of SFs
In the kernel-based DLST processes, there are five types of SFs frequently seen in the literature, including (1) original spectral

bands, (2) spectral (vegetation) indices, (3) land use land cover (LULC) types or their fraction images, (4) surface thermal related in-
dices, and (5) terrain surface indices. Table 3 summarizes characteristics and references of the five types of SFs. Selected spectral band
images in digital number or reflectance may directly be used as SFs for downscaling LST processes. There are some studies on DLST
processes that directly used original spectral bands selected from optical bands as SFs, such as selecting original spectral bands from
multispectral imagery by Tom et al. (1985), Li et al. (2018), Zhan et al. (2011), Hutengs and Vohland (2016) and from hyperspectral
imagery by Ghosh and Joshi (2014).

In the kernel-based DLST processes, various spectral indices or vegetation indices (SIs or VIs) are commonly used as SFs. The SIs
(VIs) are constructed with two to four typical blue, green, red, NIR and SWIR 1 (∼1.6 μm) and SWIR 2 (∼2.2 μm) bands selected from
multi-/hyper-spectral imagery (Table 4). Table 4 presents a summary of 15 SIs frequently used as SFs in the most DLST processes, in-
cluding their definitions (formulas), functions/characteristics and references. The physical characteristics of most SIs are related to
surface features, such as biomass, vegetation cover, soil moisture and impervious area, which directly or indirectly denote surface
thermal characteristics. Compared with directly using original spectral original bands, benefits of using these SIs may include easy to
use and more enabling to denote surface thermal characteristics and thus to reflect spatiotemporal variation of LST. Therefore, SIs
(e.g., NDVI) were used in some early classic DLST methods (e.g., DisTrad and TsHARP) and more recent studies have used different
SIs (Table 4) as SFs in the kernel-based DLST techniques and methods. For example, Guo et al. (2014) and Lillo-Saavedra et al. (2018)
used Landsat TM/TIRS LST data directly to downscale to finer resolution LST with their optical multispectral data derived SIs and
other SFs. Eswar et al. (2016), Wu et al. (2019), and Bala et al. (2020) used Landsat ETM+ and TIRS LST data first to upscale to lower
resolution LSTs and then to downscale to finer resolution LSTs with SIs and other SFs extracted from Landsat optical multispectral

Table 3
Summary of types and characteristics of different scaling factors (kernels).

Type of scaling
factors

Scaling factor (SF) Characteristic & description Reference

Spectral band Spectral band Spectral bands in digital number or reflectance are directly selected from
multi-/hyper-spectral optical sensors.

Tom et al. (1985); Ghosh and Joshi
(2014); Li et al. (2018).

Spectral Index
(SI)

Spectral index Using 2 or more multi-/hyper-spectra bands to construct a ratio or
normalized difference ratio, or other SIs by an arithmetic operation. See
Table 4 for list of SIs frequently used for scaling factors.

Pu (2021); Mao et al. (2021).

LULC type or
its Fraction

Fraction of vegetation
cover (Fvc)

A vegetation canopy cover within a pixel area in percentage (%) or [0, 1],
frequently created with NDVI (e.g., Fvc = (NDVI - NDVImin)/(NDVImax -
NDVImin) or Fvc = 1 - ((NDVImax-NDVI)/(NDVImax-NDVImin))0.625).

Agam et al. (2007); Bisquert et al.,
2016; Amazirh et al. (2019).

Fraction (abundance) of
endmembers (or LULC
types)

Using spectral unmixing methods to create fraction/abundances of
endmembers or LULC types. Using some supervised classifiers to created
rule images (similar to fractions) of endmembers or LULC types.

Gustafson et al. (2003); Deng and Wu
(2013b); Bonafoni and Tosi (2017); Pu
(2021).

LULC type Using supervised classifiers to create LULC types from high resolution
optical multi-/hyper-sensors' data.

Yang et al. (2011); Sismanidis et al.
(2016); Li et al. (2019); Wu and Li.
(2019).

Surface thermal
related index

Albedo Extracted from finer resolution optical visible and NIR band images. Dominguez et al. (2011); Jiang et al.
(2015); Yang et al. (2019).

Emissivity Converted and mapped from LULC type map that is created with
supervised classifier and high resolution optical imagery.

Inamdar and French (2009); Jiang et al.
(2015); Mitraka et al. (2015);
Agathangelidis and Cartalis, 2019.

Terrain surface
index

Digital elevation model Elevation values extracted from DEM model at a better than 30 m
resolution.

Sismanidis et al. (2015); Jiang et al.
(2015); Hutengs and Vohland (2016);
Wu and Li. (2019).

Slope Slope values extracted from DEM model at a better than 30 m resolution. Guo et al. (2014); Li et al. (2019); Wu
and Li. (2019).

Aspect Aspect values extracted from DEM model at a better than 30 m resolution. Sismanidis et al. (2015); Li et al. (2019);
Wu and Li. (2019).

Solar incident angle Extracted from DEM data at a better than 30 m resolution and with the
same coarse TIR imaging acqusition time in a year.

Li et al. (2018); Hutengs and Vohland
(2016).
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Table 4
A summary of spectral indices (SIs) frequently used as scaling factors in DLST processes.

Index Functions and characteristics Formula References

AVI Anomaly Vegetation Index, denoting variation of NDVI in an area. NDVI − NDVI Wu et al. (2019).
BSI Bare Soil Index, reflecting variation of soil moisture. (B3 + B6 − B4 − B1)/(B3 + B6 + B4 + B1) Wu et al. (2019b).
DVI Difference Vegetation Index, reflecting differences of biomass & vegetation

cover.
B4 − B3 Wu et al. (2019).

EVI Enhanced Vegetation Index, compared to NDVI, EVI improving sensitivity to
high biomass regions and vegetation monitoring.

2.5(B4 − B3)/(B4 + 6B3 − 7.5B1 + 1) Bala et al. (2020).

IBI Improved New Building Index, see NDBI. (
NDBI −

SAVI+MNDWI

2

)
∕
(

NDBI +
SAVI+MNDWI

2

) Xu (2008).

IVI Improved New Vegetation Index, characterizing soil, vegetation and
impervious surface.

(
SAVI −

NDBI+MNDWI

2

)
∕
(

SAVI +
NDBI+MNDWI

2

) Liu et al., 2012; Wu et
al., 2019b.

MNDWI Modified NDWI, high linearly related to LST. (B2 − B5)/(B2 + B5) Xu (2008).
MSAVI Modified Soil-Adjusted Vegetation Index, see SAVI. [

2B4 + 1 −
√
(2B4 + 1) 2 − 8 (B4 − B3)

]
∕2

Wu et al. (2019).

NDBI Normalized Difference Built-up Index, high correlation with impervious
surface area and less sensitive to seasonal change.

(B5 − B4)/(B5 + B4) Zha et al., 2003; He et
al., 2010.

NDMI Normalized Difference Moisture Index, stronger linearly related to LST,
sensitive to vegetation/soil moisture

(B4 − B5)/(B4 + B5) Qian and Cui, 2008;
Lillo-Saavedra et al.,
2018.

NDVI Normalized Difference Vegetation index, well-documented Inverse
relationship between LST and NDVI and positive relationship between NDVI
and soil moisture

(B4 − B3)/(B4 + B3) Rouse et al., 1973;
Fassnacht et al., 1997.

NDWI Normalized Difference Water Index, high linear correlation with LST. (B2 − B4)/(B2 + B4) McFeeters, 1996; Guo et
al., 2017; Bala et al.,
2020.

NMDI Normalized Multi-band Drought Index, monitor the water content of soil and
vegetation by using absorption properties in NIR band and absorption
differences between NIR and SWIR bands

[B4 − (B5 − B6)]/[B4 + (B5 − B6)] Wang and Qu, 2007;
Yang et al., 2011.

RVI Ratio Vegetation Index, considering the inverse relationship between
chlorophyll absorption of red band and high reflectance of NIR band for
healthy plant canopies

B3/B4 Wu et al. (2019).

SAVI Soil-Adjusted Vegetation Index, characterizing interaction of soil properties
and vegetation systems

(B4 − B3)(1 + L)/(B4 + B3 + L)
Where,L = 0.5

Huete 1988; van
Leeuwen and Huete,
1996.

Note: 1–6 in B1-6 represent blue, green, red, NIR, SWIR1 (1.6 μm), and SWIR2 (2.2 μm) bands in order.

data. By using ASTER optical data SIs and other SFs, Jeganathan et al. (2011), Chen et al. (2014b), and Pereira et al. (2018) also used
ASTER LST data first to upscale to lower resolution LSTs and then to downscale to finer resolution LSTs.

Another commonly used type of SFs for the kernel-based DLST processes includes fraction of vegetation cover (Fvc), fraction or
abundance images of endmembers, and LULC map, which are all extracted from high resolution optical sensors' data. A vegetation
canopy cover or a fraction of vegetation cover (Fvc) within a pixel area in percentage (%) or [0, 1] is commonly used as an important
SF for some classic and modern DLST processes. Fvc may be calculated via NDVI with different definitions/formulas, such as, (NDVI –
NDVImin)/(NDVImax – NDVImin) (Amazirh et al., 2019) and 1 – ((NDVImax –NDVI)/NDVImax –NDVImin))0.625 (Agam et al., 2007). Frac-
tion images of endmembers or LULC types can be calculated through a spectral unmixing analysis (either linear spectral mixture or
multiple endmember linear spectral mixture or extracted from rule images of LULC classification results created with supervised clas-
sifiers (e.g., maximum likelihood classifier and support vector machine, SVM). Per LULC map, it is mostly created from high resolu-
tion optical multispectral imagers (satellite or airborne sensor's data). Since all the three subtypes of fraction and LULC maps as SFs
have close relationships with LST, there are a lot of studies including them as important SFs for the kernel-based DLST processes. For
example, Liu et al. (2018b) and Amazirh et al. (2019) downscaled 1000 m LST data to 60 m and 100 m LSTs by using Fvc extracted
from Landsat optical 30 m NDVI data. To test the performance of a new DLST method, Liu and Su (2016) first used Landsat TM/
ETM + LST to upscale to 960 m and then downscale to 480 m, 240 m 120 m and 60 m LSTs with Fvc and other SFs extracted from
30 m resolution Landsat optical data. Gustafson et al. (2003) and Pu (2021) downscaled 90 m ASTER LST product to finer resolution
LSTs with abundance images of LULC types by spectral unmixing analysis and rule images created with supervised SVM classifier.
Deng and Wu (2013b) used thermal spectral unmixing model to downscale TM 120 m LST to 30 m LST with fraction images of LULC
types extracted from IKONOS image. Yang et al. (2011) and Sismanidis et al. (2016) used LULC map (created from optical high resolu-
tion satellite sensors' data) and other SFs to disaggregate coarse resolution LST data to finer resolution LSTs.

The surface thermal related indices may include surface albedo and emissivity, which are often used as SFs. The albedo is often ex-
tracted from visible, NIR and SWIR bands of high-resolution multispectral sensor data, such as from Landsat 8 OLI bands 2–7 (in a lin-
ear transformation) (Yang et al., 2019). High resolution spectral emissivity can be obtained via assigning its value to each surface
cover type by referring to typical emissivities of various common materials over the thermal spectral range 8–14 μm recommended by
Lillesand et al. (2008) or other references. Both the surface thermal related indices have been applied as SFs in DLST processes. For in-
stance, Dominguez et al. (2011), Jiang et al. (2015), and Yang et al. (2019) used the albedo as one of SFs, extract from different
sources (NASA-ATLAS, MODIS, and Landsat 8), for DLST process. Similarly, Inamdar and French (2009), Mitraka et al. (2015),
Chybicki and Łubniewski (2017), and Agathangelidis and Cartalis (2019) utilized the emissivity as one of SFs in their DLST processes.
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In the kernel-based DLST processes, researchers also often use DEM data derived ancillary SFs including elevation, slope, aspect
and solar incident angle for their DLST processing studies. This is because the DEM derived SFs directly reflect surface thermal energy
budget and thus directly or indirectly influence spatial variation of LST in a study area. For example, Keramitsoglou et al. (2013) and
Sismanidis et al. (2016) downscaled MSG-SEVIRI LST data (4 km × 5 km) to MODIS-like 1 km resolution LST using SFs composed by
two groups of SFs: The static SFs including land cover, slope, aspect, and altitude maps and the dynamic SFs corresponding to emissiv-
ity and SIs maps. Guo et al. (2014), Hutengs and Vohland (2016), and Wu and Li (2019) also used terrain surface indices, land cover
data and other SFs to downscale lower resolution LSTs (MODIS and Landsat TM and ASTER) to finer resolution LSTs.

3.2.2. Scaling factor selection
The issue of the SF selection seems not to be very crucial compared to the feature/variable selection for other application purposes

of remote sensing. This may be that researchers who conduct their DLST processing studies may have elaborately selected what SFs
are the most suitable for their DLST process projects based on their available data sets and research objectives. However, per this liter-
ature review, there still are many studies on DLST processes that consider the issue of SF selection to determine a final subset selected
from all candidate SFs for the DLST processes. The key reasons for the SF selection are generally lowering SF dimensionality, reducing
SF data redundancy and collinearity, and improving efficiency of DLST processing. Currently, there may be three main types of SF se-
lection methods commonly adopted by researchers: (1) Random Forest (RF) algorithm, (2) stepwise regression procedure, and (3)
Support Vector Machine-Recursive Feature Elimination (SVM-RFE). With the ranked important scores of each candidate SF, calcu-
lated with the RF algorithm, an optimal subset of SFs may be selected from all input SFs with a threshold of importance scores. For ex-
ample, Li et al. (2019) and Yang et al. (2017) used the RF algorithm calculated importance scores of input SFs (SIs, spectral bands, ter-
rain surface variables, etc.) to select an important subset of SFs to efficiently downscale 1000 m MODIS LST data to relatively higher
resolution LSTs. Forward stepwise regression procedure may be used to build robust DLST models. In this procedure, SFs are added in
a selected subset in an order of one by one when an SF is added, then the subset increases the most significantly explained model vari-
ance (R2). For instance, Bechtel et al. (2012) used the procedure to find an optimal SF subset for their downscaling LST scheme. The
SVM-RFE SF selection method is using RFE that is an embedded ranking-based feature selector (Tuia et al., 2009; Zhang et al., 2017),
which chooses a fixed number of high-ranking SFs for subsequent analyses. Therefore, the SVM-RFE SF algorithm, like the RF algo-
rithm, may be used to select an optimal subset of SFs based on their high-ranking values for DLST processes. For instance, Ebrahimy
and Azadbakht (2019) applied this SF selection method to choose the three similar high-ranked SFs, namely DEM, NDVI, and a red
band, for their downscaling MODIS 960 m LST data to 240 m resolution LST.

3.3. DLST methods and algorithms
To obtain finer spatiotemporal resolution LST data through downscaling coarse spatial resolution but high temporal resolution

LST data, many DLST investigators have developed and improved different advanced DLST methods and techniques. Generally, there
are two categories of DLST methods and techniques: Kernel-driven process methods and fusion-based process methods. Some re-
searchers also consider the combined (hybrid) categories with these two basic categories (e.g., Xia et al., 2019; Yoo et al., 2020).
However, if well understanding the two basic categories, the hybrid category of DLST methods should be easy to understand and mas-
ter. The kernel-driven processes are the most frequently used thermal downscaling methods, such as classic-based, regression-based,
machine-learning-based, TIR spectral unmixing-based, etc. (see their detailed reviews below). This category relies on the relation-
ships between the kernels (SFs) and LSTs to obtain high-resolution LSTs by performing a spatial sharpening process or a TIR spectral
unmixing process. The kernels or SFs are extracted from high resolution sensors’ data and no-remote sensing ancillary data (see sec-
tion 3.2 above).

The fusion-based methods are based on fusion algorithms rather than on kernels to obtain spatial details from known fine spatial
but low temporal resolution LSTs (e.g., Landsat series) and low spatial but high temporal resolution LSTs (e.g., MODIS), which mostly
create high resolution spatiotemporal time series LST products (e.g., Landsat-like LST product). Fig. 3 illustrates the flow diagram of
the two basic categories of DLST process methods. Table 5 also summarizes the characteristics, advantages/limitations, and refer-
ences of the five general types of DLST process methods popularly used during the last four decades. In the following subsections, the
five types of DLST methods are reviewed.

3.3.1. Classic-based methods
The earliest studies on the thermal spatial sharpening process were done by such as Tom et al. (1985), Inamura (1993) and Nishii

et al. (1996), who used SFs extracted from relative high resolution optical images to enhance or improve relatively low resolution TIR
band images. However, the typical and popularly used classic-based downscaling LST (DLST) processing methods are thought Disag-
gregation of Radiometric Temperature (DisTrad) (Kustas et al., 2003) and Temperature Sharpening (TsHARP) (Agam et al., 2007),
and the classic-based methods also include their variants (e.g., TsHARP with local variant (Jeganathan et al., 2011)). The classic-
based methods use a simple regression relationship between LST and an NDVI (DisTrad) or fraction of vegetation cover (Fvc, TsHARP)
to spatially sharpen coarse resolution LST to a finer resolution. To improve the DLST accuracy, the algorithms consider the addition of
a “residual” based on the LST differences at coarse resolution between the model estimation and the reference values (i.e. the re-
motely sensed image to be downscaled). The mechanism underlying the DLST processes relies on correlations between LST and vege-
tated SFs (NDVI and Fvc) that are directly related to the general cooling effect by vegetated surfaces due to shading, biomass, higher
relative humidity, and evapotranspiration (Mao et al., 2021). Consequently, such classic-based methods for DLST process methods are
limited to be applied in vegetated areas, agriculture areas in growing seasons, and thus, theoretically, they are not suitable for dessert
or semi-arid dessert areas covered with sparse vegetation and non-vegetation. Since the classic methods are based on the simple (re-
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Fig. 3. The flow diagram to illustrate the two basic categories of downscaling LST methods: (a) the kernel-driven process methods and (b) the fusion-based process
methods.

gression) relationships between LST and NDVI or Fvc, the relationships are site specific. Usually, the classic-based downscaling meth-
ods are not only used to create finer resolution LST maps from coarse resolution ones, but also as a standard or testing reference for
evaluating the accuracy and performance of newly developed DLST methods.

3.3.2. Regression-based methods
In downscaling LST processes, the regression-based methods are the most popularly used methods with different regression forms

and a diversity set of SFs. This type of methods includes linear and non-linear, single SF or multiple SFs regression or polynomial mod-
els (e.g., Chen et al., 2012; Gao et al., 2012; Ghosh and Joshi, 2014; Mukherjee et al., 2014; Bonafoni and Tosi, 2017; Gao et al., 2017;
Li et al., 2017; Wu and Li, 2019; Wang et al., 2020c; Zawadzka et al., 2020; Pu, 2021). Usually, a regression relationship in different
forms of LST with SFs within a study area is empirically determined at a coarse (thermal band) resolution and then applied to a fine
(optical band) resolution to generalate a spatial sharpened thermal image. For example, Zawadzka et al. (2020) developed a method
that used the Multivariate Adaptive Regression Splines (MARS) models associated with SFs extracted from very high resolution (VHR)
hyperspectral aerial imagery and topographic maps to downscale the 100 m Landsat 8 TIRS data to 2–4 m resolutions. Their analysis
results indicate that the MARS models could be used to create high resolution LST maps for studying urban thermal environments. Wu
and Li (2019) established a nonlinear relationship of LST with input SFs by using a random forest regression model with multitype
predictor variables (MTVRF) to downscale LST under various surface characteristics. The MTVRF model produced satisfied results.
Maeda (2014) applied simple and multiple regressions to quantify relationships between LST and SFs (e.g., altitude, land covers and
NDVI, etc.) in order to downscale 1 km resolution LST to 250 m resolution. By considering geospatial and temporal effects on DLST
results, Luo et al. (2021) utilized a geographically and temporally weighted autoregressive (GTWAR) model to disaggregate MODIS
1 km LST to 100 m resolution LST. Compared to the TsHARP, the geographically weighted regression (GWR) (Duan and Li, 2016), the
geographically weighted autoregressive (GWAR) and the geographically and temporally weighted regression (GTWR) downscaling
LST methods, the GTWAR model provides better performance. Pereira et al. (2018) also used GWR but coupled with area-to-point
kriging of regressed residuals to improve the DLST accuracy.

This type of methods is relatively easy to perform, and usually their DLST results are satisfactorily accurate. However, the main
limitations of this type are that regression correlations between LST and SFs might be insufficient for some regions (Wu and Li, 2019)
and site specific significantly (Mukherjee et al., 2014).
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Table 5
A list of method frequently used in DLST and described in detail in subsections 3.3.1 to 3.3.5. The table reports their main characteristics, advantages and limita-
tion, main achievement and some typical references.

The type of
DLST methods

Characteristic & description Advantage & limitation Main achievements Typical reference

Classic-based Simple regression relationship between
LST and an NDVI (DisTrad) or fraction of
vegetation cover (Fvc, TsHARP) to
spatially sharpen coarse resolution LST to
finer resolution.

DLST process is simple and running fast; but
not suitable for areas with sparse vegetation
and no-vegetated areas; the relationships are
site specific.

Determination of close
relationships between LST and
NDVI or Fvc.

Kustas et al.,
2003; Agam et
al., 2007;
Mukherjee et al.,
2014.

Regression-
based

Regression relationships between LST and
SFs (kernels) at a coarse (thermal band)
resolution and then applied to the finer
resolutions to produce sharpened LSTs.

Relatively easy to perform, and DLST results
are satisfactorily accurate. But regression
correlations between LST and SFs might be
insufficient for some regions and significantly
site specific.

Extraction and selection
number of effective SFs and
choice of an appropriate
regression model.

Maeda, 2014;
Mukherjee et al.,
2014; Luo et al.,
2021.

Machine
learning-
based

Nonlinear relationships between LST and
SFs. They usually perform better
compared to the regression-based
methods and result in higher accuracies
of DLST results.

Nondeterministic reasoning, self-learning,
self-organization, and excellent nonlinear
approximation ability of ANN; insensitivity to
multicollinearity of independent variables of
RF. But intensive computational resources,
complex structure of algorithms, and a black
box model, etc.

Determination of
representative training samples
and structure parameters and
selection of key SFs.

Yang et al., 2011;
Ghosh and Joshi,
2014; Ebrahimy
and Azadbakht,
2019.

TIR spectral
unmixing-
based

Thermal component (TC) temperatures or
radiances by solving the thermal spectral
unmixing (TSU) model from coarse
resolution data. TC temperature can then
be aggregated into different high
resolution DLST maps.

TC temperature or radiance instead of
component fractions and emissivities can be
directly obtained from coarse TIR data, less
time consuming even with a large
downscaling factor of 30, and higher
downscaling accuracy.

Definition and determination
of typical thermal components
from high resolution optical
sensors' data

Mitraka et al.,
2015; Wang et
al., 2020; Pu and
Bonafoni, 2021.

Spatiotemporal
fusion-based

Firstly, relationships at an initial time
between fine resolution image LST (e.g.,
Landsat LST) and coarse resolution image
LST (e.g., MODIS LST), then downscaling
at a target time of coarse resolution LST
image to fine resolution LST (fine
resolution target time not available)

High spatiotemporal fine resolution (e.g.,
Landsat-like) LSTs. The effect of mixed pixels
and uncertainty for the type of fusion-based
methods need to be assessed.

Determination of ideal pair of
coarse-/fine- resolution sensors'
data at appropriate time
points; modelling o spatial and
temporal variations of LSTs
between two time points.

Gao et al., 2006;
Zhu et al., 2010;
Xia et al., 2019.

3.3.3. Machine learning (ML)-based methods
During the last decade, machine learning (ML)-based methods have been used to establish no-linear relationships between LST

and SFs to downscale coarse resolution LSTs to finer resolutions. The ML-based methods may consist of various artificial neural net-
works (ANN), support vector machines (SVM), random forest (RF) models, and partial least square model, etc. (e.g., Yang et al., 2011;
Ghosh and Joshi, 2014; Hutengs and Vohland, 2016; Bartkowiak et al., 2019; Ebrahimy and Azadbakht, 2019; Xia et al., 2019; Pu,
2021; Xu et al., 2021). The ML-based methods may also include some novel deep learning methods, such as convolutional neural net-
works, CNN) and recurrent neural networks (e.g., Yin et al., 2021). They usually perform better compared to the regression-based
methods. The higher accuracy can be ascribed to the fitting of nonlinear relationships between LST and SFs (Li et al., 2019) leading to
a more reliable approximation of these relationships (Mao et al., 2021). For example, Yang et al. (2011) used ANN models trained
with the 990 m resolution MODIS LST product and the corresponding input SFs (i.e., area ratios and endmember indices) to estimate
the 90 m resolution DLST. The DLST was verified with ASTER LST product and was basically consistent with the latter. To address the
issue of nonlinearity and spatial nonstationarity in DLST processes, Xu et al. (2021) proposed a multi-factor geographically weighted
machine learning (MFGWML) method to downscale the 30 m LST data retrieved from Landsat 8 images to 10 m LST data mainly
based on Sentinel-2A images derived SFs. MFGWML used three excellent machine learning algorithms (namely extreme gradient
boosting, multivariate adaptive regression splines, and Bayesian ridge regression) and a geographically weighted regression algo-
rithm to fit nonlinear relationships and allow for spatial nonstationarity. Their results indicate that MFGWML could characterize the
local heterogeneity and obtain reliable and accurate DLST results. Ghosh and Joshi (2014) conducted a set of experiments to down-
scale LST retrieved from Landsat ETM + thermal image with SFs extracted from EO1-Hyperion hyperspectral data over three differ-
ent geographic locations with different landscape characteristics. They selected a partial least square regression and two machine
learning algorithms, namely boosting machine (GBM) and SVM, for processing DLST. Compared to the DLSTs produced by DisTrad
sharpening model and the regression model, GBM and SVM have created much better DLST results. To disaggregate MODIS ∼1 km
LST product to ∼250 m resolution, Hutengs and Vohland (2016) used a random forest (RF) regression approach with SFs of terrain
features, land cover data, and surface reflectances. Hutengs and Vohland (2016) found that the RF model improved the DLST accu-
racy up to 19% with respect to the commonly used TsHARP sharpening method. With MODIS 1000 m LST and Landsat LST data sets,
Yin et al. (2021) developed a deep learning-based spatiotemporal temperature fusion network (STTFN) based on CNNs handling the
non-linearity of LST temporal changes for creating finer spatiotemporal resolution LST products. Their experimental results demon-
strate the better performance of the STTFN algorithm than other spatiotemporal-based methods (see detailed review in section 3.3.5
below).
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There are many advantages with different ML methods, including nondeterministic reasoning with a complex causality due to its
self-learning/-organization, error tolerance, and excellent nonlinear approximation ability of ANN; rapid processing ability of high-
dimensional data with SVM; and insensitivity to multicollinearity of independent variables to RF (Li et al., 2019). However, the major
limitations for the ML technique-based methods may include intensive computational resources, complex structure of algorithms, and
a black box model, etc.

3.3.4. TIR spectral unmixing (TSU)-based methods
Compared to the spatial sharpening kernel-driven methods above (i.e., classic-, regression-, and ML-based DLST methods), there

are fewer studies on DSLT processes based on thermal spectral unmixing (TSU). The earlier TSU-based DLST methods could be back to
early 1980s when Dozier (1981) and Matson and Dozier (1981) published their initial explored works based on thermal spectral un-
mixing principle with moderate optical multispectral imagery. More recently, the TSU-based DLST methods can be described as fol-
lows: thermal component (TC) temperatures within a pixel area are decomposed based on multi-temporal, -spatial, -spectral, and/or -
angular observations (Zhan et al., 2013). The TC temperatures or radiances at an initial high resolution, created by solving the TSU
model from coarse resolution thermal (or LST) data, can then be used to produce different high resolution DLST maps (Deng and Wu,
2013b, 2013a; Ma et al., 2016; Zhu et al., 2018; Wang et al., 2020; Pu and Bonafoni, 2021). For example, Deng and Wu (2013b) pro-
posed a VHR spectral unmixing and thermal mixing (VHR-SUTM) approach to disaggregate LST to a high resolution. The VHR-SUTM
method may include: (1) spectral unmixing with IKONOS data to obtain fractions of land cover types that respond to unique thermal
characteristics, and (2) thermal unmixing with lower resolution Landsat TM LST and corresponding land cover fractions to estimate
high resolution LST pixel values. Their thermal spectral unmixed results indicate that the estimated LST map was high consistent with
the corresponding resolution of retrieved LSTs. Li et al. (2021) also developed a TSU-based method, named temperature downscale
with data Fusion and spectral unmixing, to unmix Landsat 8100 m LST to 16 m high resolution LST with surface features abundances
extracted from Gaofen-1 data. The results indicate that the TSU model can effectively estimate high resolution LST and reflect the spa-
tial variation of the LST. Mitraka et al. (2015) developed a TSU-based method for downscaling low-resolution MODIS TIR data using
SFs extracted from optical Landsat sensors to obtain time-series high spatial resolution LSTs. The results indicate that the proposed
approach shows a high potential of being operationally used in the near future to produce high spatiotemporal resolution LSTs in
cities. With VHR airborne LST and hyperspectral optical data (1.25 m resolution), Liu et al. (2016) first upscaled both LST and optical
data to 4 m, 8 m, 16 m and 32 m resolution, then used a TSU model to downscale to 16 m, 8 m, 4 m resolution LSTs. The analysis re-
sults show a well agreement between the DLST and the reference LST by using both visual interpretation and quantitative accuracy
metrics.

With the TSU-based methods, one advantage is that high resolution thermal component (TC) temperature or radiance can be di-
rectly created from coarse TIR data (LST or radiance). For instance, Wang et al. (2020) proposed the TC-based spectral unmixing tech-
nique to create TC radiance. The TSU technique may be used directly to solve a system of linear spectral mixture models encoding the
TC-LST (or thermal radiance) relationship at a coarse resolution (e.g., MODIS 1000 m LST), and then the solution is applied to a fine
resolution to obtain fine resolution LST results. Their results indicate that downscaled LST could differentiate temperatures over ma-
jor land types and capture both seasonal and diurnal LST dynamics. Pu and Bonafoni (2021, 2022) modified the TSU model developed
by Wang et al. (2020) for directly downscaling the ASTER LST data to high and very high resolution LSTs. Their analysis results indi-
cate that the modified TSU model for unmixing TC temperatures at an initial high resolution was effective and advanced in DLST pro-
cessing compared with their previous works and those in current literature. In general, this type of DLST methods is less time consum-
ing even with a large downscaling factor of 30 (Wang et al., 2020) and outperformed classic downscaling techniques significantly.

3.3.5. Spatiotemporal fusion-based methods
As conceptually illustrated by Fig. 3b, spatiotemporal fusion-based methods first construct relationships at an initial time between

fine resolution (usually low temporal resolution) image LST (e.g., Landsat LST) and coarse resolution (usually high temporal resolu-
tion) image LST (e.g., MODIS LST), then downscale a target time coarse resolution image LST to fine resolution LST when the target
time fine resolution LST is not available (Yoo et al., 2020). During the last two decades, the spatiotemporal fusion-based methods can
be classified into two general types: (1) the methods based on the spatial and temporal adaptive reflectance fusion models (STARFM)
and (2) the methods based on unmixing theory (Yang et al., 2020). The first type of methods assumes that the ratio of coarse pixel
value to neighboring similar pixels does not change over time, while the second type assumes that the value of each coarse resolution
pixel is a linear combination of the responses of all endmembers within the coarse pixel. The two types of methods all use spatial rela-
tionships between coarse/native- and fine/target-resolution images acquired from different sensors, and the temporal variation be-
tween the initial and target times to interpolate/predict fine-resolution image LST at the target time. The spatial resolution of the in-
terpolated LST image corresponds to that of the fine-resolution image (e.g., 100 m LST Landsat TIRS data) while the temporal resolu-
tion of the interpolated LST image corresponds to that of the target time coarse resolution (e.g., daily MODIS LST data) (Xia et al.,
2019). In short, the resultant fused LST data with the type of methods possess high spatiotemporal resolution characteristics of LSTs
originally coming from fine spatial resolution sensors (e.g., Landsat TIRS) and high frequency sensors (e.g., MODIS).

Per the 1st type of the methods, the most popularly used method for DLST processing is the STARFM, which originally fuses the
daily MODIS and the 16-day Landsat surface reflectance data to produce a synthetic daily surface reflectance Landsat-like data (Gao
et al., 2006). Later, the method was directly used to produced high temporal resolution and fine spatial resolution LST products. For
example, Liu et al. (2018b) used the STARFM method to downscale MODIS 1000 m LST to produce LST data at a fine resolution of
60 m and a fine temporal resolution of 1 day with Landsat TM data. More similar application works with the STARFM may also in-
clude those by Wu et al. (2015) and Liu and Weng (2018) etc. Since the STARFM might not be sensitive to heterogeneous landscapes,
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many researchers have improved the method, such as the enhanced STARFM (ESTARFM) (Zhu et al., 2010) and FSDAF (flexible spa-
tiotemporal data fusion) (Zhu et al., 2016). The ESTARFM can increase the data fusion accuracy by considering heterogeneous land-
scapes, while FSDAF can not only consider heterogeneous landscapes but also maintain spatial details within a study area (Zhai et al.,
2020). The unmixing-based spatiotemporal models, estimating high-resolution LST data based on a linear spectral mixing model, may
include ISTBDF (improved spatiotemporal Bayesian data fusion) (Xue et al., 2019), ISTRUM (improved spatial and temporal re-
flectance unmixing model), and STDAF (spatial temporal data fusion approach) (Wu et al., 2012). For instance, Ma et al. (2016)
downscaled coarse resolution MODIS LST data to create synthesize time series of Landsat-like products by using the ISTRUM. This
type of methods can predict an accurate estimation of LST by grouping similar pixels and calculating their average LST.

Different from kernel-driven methods, the spatial detailed information with this type of fusion-based methods is obtained from
known fine resolution LST data rather than kernels. To further improve the prediction accuracy created with the spatiotemporal fu-
sion-based methods, many researchers also made an effort on combining advantages of both kernel-driven and fusion-based process
methods (i.e., detailed spatial information with a kernel-based method and high frequency time series LST products with fusion-based
method (Yoo et al., 2020)). One type of spatiotemporal fusion-based methods considers the synergy of the kernel-driven and fusion-
based approaches to produce time series high spatiotemporal Landsat-like LST products. For example, Xia et al. (2018) proposed two
strategies for combining regression-based method and fusion-based methods to create high spatiotemporal resolution LST product,
namely, the “regression-then-fusion” (R–F) and “fusion-then-regression” (F-R) methods. After testing Landsat 8 and ASTER data (first
upscaling to coarse resolution then using R–F and F-R strategies to downscale to Landsat-like and ASTER-like LST products), their re-
sults clearly indicate that the R–F strategy performed better than the F-R strategy when the regression error at the start time was
smaller than that at the target time, and otherwise, the F-R strategy was better than the R–F one. Xia et al. (2019) proposed a
weighted combination of kernel-driven and fusion-based methods (CKFM) to further improve the spatiotemporal resolutions of time
series LSTs. The CKFM is more accurate and robust compared to the kernel-driven method with an improvement of 0.1–0.6 K, and it
may reconstruct more spatial details than those by a fusion-based method when it was used to downscale daily MODIS 1 km LSTs to
30 m resolution LSTs with Landsat 8 data.

By this literature review on applications of this type of methods, most investigations were found on producing high spatiotemporal
resolution synthetic LST products (e.g., Landsat-like LST data series) by mostly fusing MODIS – Landsat data. More advanced spa-
tiotemporal fusion-based methods include synergic methods (e.g., Xia et al., 2019) by combining the kernel-driven process with the
fusion-based process methods, which more emphasize on how to efficiently deal with spatial heterogeneity of landscapes (spatial
variation of LST) and time change (temporal variation of LST) between any two time points. This is a key point or a research direction.
In addition, it is necessary that the effect of mixed pixels with different LULC cover types on the high spatiotemporal LSTs and uncer-
tainty for the type fusion-based methods need to be assessed by considering the optical/thermal sensors’ noises, LST retrieval errors,
and spatial/temporal variations of LST induced by heterogenous landscapes, mixed pixels, and seasonal change (Mao et al., 2021).

3.4. DLST statistics-based models vs physical-based models
DLST methods listed in Table 5 and detailed in this section (classic-based, regression-based, machine learning-based, TIR spectral

unmixing-based, spatiotemporal fusion-based) are mainly based on statistical approaches leading to empirical relationships. A limita-
tion of these approaches, although they can provide good performance, is the lack of a clear physical mechanism in the downscaling
modelling, resulting in difficult understanding of the interactions between scaling factors and LST. Furthermore, these empirical re-
gressive relationships hinder the extension of a statistical LST downscaling method to other study areas.

For instance, LST downscaling methods can also be divided in physical mechanism-based models (Dozier, 1981; Nichol, 2009;
Guo and Moore, 1998; Liu and Pu, 2008, Liu and Zhu, 2012) and statistics-based models. Physical DLST methods establish meaningful
relationships by considering the physical mechanism of a mixture pixel and the thermal radiation theory. For example, Nichol (2009)
proposed the emissivity modulation model to improve the spatial resolution of thermal radiation. Guo and Moore (1998) proposed
the pixel block intensity modulation (PBIM) to integrate the topographic spatial details at finer resolution into the thermal images.
Liu and Pu (2008) developed a new physical model based on spectral mixture analyses, enhanced by Liu and Zhu (2012).

Although physical-based methods facilitate the scientific interpretation of the results, the implementation complexity can limit
their application. Compared with physical models, statistics-based models are generally easier to implement and have become more
popular.

4. Spatial scaling effect in downscaling LST processes
Many DLST investigations have proved that a spatial scaling effect does exist in DLST processing, especially DLSTs at VHR resolu-

tions. Per easily understanding DLST results, we can define the spatial scaling effect as an error in the downscaled LST process at a tar-
get (high) resolution, which may be understood as a difference between DLST and true/reference LST at high resolutions (Chen et al.,
2012; Zhou et al., 2016; Pu and Bonafoni, 2021). In this section, the causes producing the spatial scaling effect in DLST processes are
reviewed and discussed, along with methods/techniques for reducing it.

4.1. Spatial scaling effect
Based on the literature review, the spatial scaling effect in DLST processes is mainly caused by a basic assumption in DLST

processes, which assumes that the LST– descriptors relationship (linear or non-linear) at a native (coarse) resolution is scale-invariant
at different DLSTs at finer resolutions (Kustas et al., 2003; Agam et al., 2007). The assumption is mostly problematic in real DLST pro-
cessing cases due to spatial variation changes of the spatial resolution and spatial extent in heterogenous environments (Chen et al.,
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2012; Ghosh and Joshi, 2014; Zhou et al., 2016). The variation of spatial resolution can be caused by the change of the pixel size that
is associated with the change of spatial variation within a specific pixel area, while the variation of spatial extent can be related to dif-
ferent heterogeneous landscapes at a large scale within a scene of imagery. The former (spatial variation) may be directly or indirectly
related to the spatial variation of bio- and physical surface materials (e.g., greenness patch size and bare soil patch size variations)
within the different pixel size areas while the latter is due to existing different landscapes (e.g., with different LULC types: agriculture,
grassland, urban land use) in a study area. Both variations in a scene of imagery directly result in the spatial scaling effects in DLST
processes.

There are many studies that have demonstrated the spatial scaling effects in DLST processes caused by either or both the spatial
variations discussed above. For example, Chen et al. (2012) studied the scaling effects of variation of spatial resolution and spatial ex-
tent on DLST results by using relationships between vegetation index and LST at/within different resolutions and extents, based on
two scenes of ASTER data separately covering grassland and cropland. They found that the relationships between vegetation index
and LST at different spatial resolutions were very different within different spatial extents. Zhou et al. (2016) directly proved that the
scale effect was closely associated with the varying spatial distribution of the LST and corresponding SFs at the coarse and target reso-
lutions. They utilized different linear regression models that were developed for different target resolutions to evaluate the spatial
scale effect in DLST processes from moderate resolution sensors (e.g., ASTER TIR data and Landsat 8 TIRS data) to higher resolutions.
Their results indicate that the scale effect depended on the variations of SFs, the phenology, and both of native and target resolutions.
There are many other investigations proved the scaling effect caused by the variations of both spatial resolution and spatial extent, in-
cluding Jeganathan et al. (2011) who analyzed the scaling effect through DLSTs from 1 km MODIS LST product downscaled to 810 m,
630 m, …, and 180 m resolution LSTs and indicated the scaling effect caused by different spatial resolutions and Ghosh and Joshi
(2014) who also confirmed that the scale effect is induced by a spatial variation of the surface characteristics.

4.2. Assessing and reducing scaling effect
As reviewed above, although advanced statistical models and machine learning methods have improved DLST results at finer reso-

lutions via reducing error (spatial effect) between downscaled LSTs and their reference LSTs, the spatial scaling effect still exists on
DLST results at finer resolutions. Many researchers have made efforts to quantify the scaling effect in DLST processes by using differ-
ent measurements and approaches. For example, Chen et al. (2012) used the slope of relationships of VI – LST at different spatial reso-
lutions and within different spatial extents to quantify the scaling effect, while Zhou et al. (2016) also utilized the slope change re-
gression models at different target resolutions and a native resolution. Jeganathan et al. (2011) confirmed both slope and intercept in
linear regression models depending on native and target resolutions. There were more approaches used to measure the scaling effect,
including an error estimation method by Chen et al. (2014), who used an equivalent random sample size and a semivariogram ap-
proach by Pu (2021) that when lag distances of spatial resolutions or spatial extents are longer than the range in a semivariogram, the
scaling effect may be ignored, but, when the lag distance is shorter than the range of the semivariogram, the effect is statistically sig-
nificant.

Given the fact that the spatial scaling effect always exists on DLST results despite the advancement of DLST methods, how to de-
velop some methods and techniques that can be used to directly reduce the scaling effect on DLST maps is definitely significant in im-
proving DLST results. However, only one initial effort in the literature was found to try to directly reduce the scaling effect. Pu and
Bonafoni (2021) developed a new approach with a correction term (CT) expression that was used to correct the scaling effect on the
basis of an analysis of the degree of heterogeneity of surface features/materials within a pixel area at a specific resolution. This CT
was derived and added to the DLST maps after the residuals were already added. Their experimental results indicate that the new ap-
proach was effective in improving DLST maps (up to 30%) by reducing the scaling effect at VHR resolutions.

In the above description, it is assumed that most of the spatial scaling effect in downscaling results is mainly caused by the as-
sumption that the relationships between LSTs and surface descriptors (scale factors or kernels) are scale invariant. It is worth to men-
tioning that the original data also present spatial scale effects, such as the differences between fine resolution NDVI and coarse resolu-
tion NDVI. Therefore, a further approach to reduce the scale effects in DLST can be based on the intercalibration of the descriptors and
LST between different satellite sensors at different resolution, for example MODIS and Landsat sensors (Bindhu et al., 2013).

A further influencing factor on the scale effects in downscaling LST processes is the moving-window setting. Previous studies ad-
dressed this issue impacting the accuracy of DLST at different scales (Jeganathan et al., 2011; Zakšek and Oštir, 2012; Garrigues et al.,
2006; Gao et al., 2017). The performance of a moving window setting is dependent on the extent of surface heterogeneity (Li et al.,
2022). For mixed surfaces, a localized window performed better than the global window. For almost homogeneous surfaces, the
global window performed better than a localized window.

5. Limitations and future research directions
5.1. Existing limitations and constraints

Many factors determine and influence the success and accuracy of DLST processes. The factors may be considered: a) reliability
and accuracy of various scaling factors (SFs) determined and extracted from high resolution remote sensing and non-remote sensing
data, b) scale factor between coarse and finer resolution, c) spatial extent, d) generalization of DLST models/algorithms, and e) spatial
scaling effect issue. Literature review indicates that existing methods/techniques used for accurate DLST processes under certain en-
vironmental settings and backgrounds frequently suffer from some limitations and/or constraints.

There always exists an uncertainty of DLSTs despite how advanced of a kernel-driven or fusion-based process DLST model and al-
gorithm applied. Such an uncertainty of DLST can be associated with a) potential errors in determining, extracting and selecting SFs
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(Yang et al., 2011), b) errors caused by using a general global scaled model of DLST due to spatial variation changes of spatial resolu-
tion and spatial extent (Chen et al., 2012; Gao et al., 2017), and c) errors caused by nonlinearity of temporal change of LST with SFs.
To improve efficiency of DLST processing, as discussed in section 3.2, there are many types and characteristics of SFs that can be
adopted in DLST processes, in which the potential errors may directly influence the accuracy (uncertainty) of a relationship of LST
with SFs at a native (coarse) resolution. For example, Bechtel et al. (2012) used the stepwise procedure to find an optimal SF subset
for their downscaling LST scheme, while Tuia et al. (2009) and Zhang et al. (2017) utilized SVM-recursive feature elimination ap-
proach to choose an ideal subset of SFs based on their high-ranking values for their DLST processes. Based on this literature review,
most existing kernel-driven DLST models are at a general global scale, which may suffer variations of spatial resolution and spatial ex-
tent and thus lead to a higher uncertainty of DLSTs (Chen et al., 2012). To optimize DLST accuracy and computational complexity,
Gao et al. (2017) adopted an optimal moving-window size as a local window strategy for DLST processing and demonstrated the bet-
ter performance of the local window approach over a global window one. Currently, most fusion-based models (e.g., STARFM and ES-
TARFM) assume that the DLST output with high spatiotemporal resolution (e.g., Landsat-like LST product) is linearly related to their
input LSTs. Although surface cover types and landscape components do not change significantly within a certain time period, re-
flectance may change slowly over time (e.g., physical parameter change), which may result in corresponding LST quick temporal
change in a nonlinear way (Mohamadi et al., 2019). To solve the problem, fusion-based models need considering a nonlinear LST tem-
poral change to improve the quality of output DLSTs (e.g., the SADFAT may consider using the MODIS annual cycle parameters, dis-
cussed by Weng et al. (2014)).

Existing literature review indicates that most DLST models/techniques lack generalization and most DLST studies are study site
specific and thus difficult or impossible to extend them to outside of a study area. Currently, exploring and assessing new methods/
techniques for downscaling DLST is mostly conducted in a relatively small test site (area). It is worthy of noting that only a few of ef-
forts among those studies reviewed in this paper have used more than one study area for DLST processing (e.g., Liu et al., 2019; Peng
et al., 2019; Wu et al., 2019; Wang et al., 2020; Pu and Bonafoni, 2021; Yin et al., 2021). The performance of the methods/techniques
often varied by the characteristics of bio-physical conditions and environmental settings. For example, the methods using VIs, NDVI
or EVI, as SFs (for DisTrad and TsHARP) might not work properly for areas with less or no vegetation cover (Mukherjee et al., 2014;
Qiu et al., 2018). Any developed DLST models/methods and findings derived from such a single and small test site may be unreliable
and already biased. Two reasons can explain it: (1) a single or small test site cannot fully reflect and account for the spatial variations
of bio-physical conditions and environmental settings that a newly developed method/algorithm needs to account for; (2) the col-
lected thermal and optical data from such a single small test site may be biased (due to a relatively narrow range of temperature and
reflectance variation of surface cover types/materials) towards some favorable conditions. To ensure the generalized capability of
DLST methods, one possible solution is to assess them over multiple areas/sites with different conditions and data sets and optimize
the related parameters (Yoo et al., 2020).

After a relatively extensive literature review and compared with some traditional DLST methods, many advanced methods and
techniques (e.g., machine learning methods) provide an improvement of the accuracy of DLST maps to a certain extent (Chen et al.,
2012; Pu, 2021). However, as discussed in section 4, a certain spatial scaling effect still exists in DLST processes, especially at high
resolutions. Therefore, it is important to develop a new approach to directly correct or compensate the spatial effect on DLST maps at
finer resolutions.

Lastly, a further limitation is the lack of a unified evaluation method for DLST results accuracy, that would simplify the compari-
son of the performance of different approaches.

5.2. Future research directions
According to this paper review of TIR remote sensing data downscaling published during the last four decades, the future research

directions of thermal downscaling may be drawn as follows: a) further reducing the uncertainty of DLST results, b) developing novel
DLST models and algorithms and d) directly reducing the spatial scaling effect in DLST processes.

The first general general direction is the development of some methods and techniques reducing the uncertainty of DLST results by
considering optimal subset of SFs, establishing DLST model with a localizing moving window strategy and adopting a nonlinear
model of temporal change for a fusion-based model. Currently, a few of studies have tested some novel methods and techniques and
demonstrated that using a comprehensive and optimal subset of SFs (e.g., Tuia et al., 2009; Zhang et al., 2017), a localizing moving
window strategy (Zhan et al., 2012; Gao et al., 2017; Peng et al., 2019), and developing a fusion-based model with nonlinearity of
temporal change (e.g., Weng et al., 2014 for SADFAT model) can result in significant improvement of DLST results. However, more ef-
forts still need to be made in the future in developing such novel methods and techniques in downscaling coarse spatial LST to finer
resolution LSTs.

More specific future research directions may focus on developing or refining existing advanced models and methods, such as deep
learning, local and temporal weighted autoregressive regression (GTWAR) and a weighted combination of kernel-driven and fusion-
based methods (termed CKFM) to enhance the spatiotemporal resolutions of time series LSTs. As reviewed in section 3.3, while most
researchers developed and used various statistical models for coarse resolution LST downscaling, a few of them have utilized ad-
vanced machine learning methods. For example, a CNN model has been used in LST downscaling in an image fusion-based method by
Yin et al. (2021), and a more advanced deep-learning model (i.e., generative adversarial network (GAN)) could improve the image
pan-sharpening performance than the CNN (Liu et al., 2018c; Zhang et al., 2021). Luo et al. (2021) proposed the GTWAR approach to
downscale the 1 km MODIS LST to 100 m. In this model, they considered the temporality, spatial heterogeneity, and spatial autocor-
relation of the LST and SF data simultaneously. The GTWAR downscaling model could facilitate improvements in downscaling LST in
time series. To further improve high spatiotemporal Landsat (or other fine spatial resolution)-like LST time series products by using
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spatiotemporal fusion-based method, Xia et al. (2019) proposed the CKFM model to enhance the spatiotemporal resolutions of time
series LSTs by compensating the limitations kernel-driven process and fusion-based process methods separately in DLST processes.
The kernel-driven process can offer spatial details from high resolution optical images, while the fusion-based process can create spa-
tiotemporal information. Their testing results indicate that the CKFM is more accurate and robust than other kernel-driven or fusion-
based methods and it can reconstruct more spatial details for various environmental studies.

Those advanced and novel methods and techniques have demonstrated their excellent performance and robustness. However,
more efforts still need. For example, for the machine learning methods, their performances could be further enhanced if additional in-
put data such as in-situ LST or other numerical model data are used together for a CNN. Per the GTWAR model, the SFs are not com-
prehensive and optimal and the temporal change too narrow. For the CKFM model, it may be modified with a temperature cycle
model (e.g., diurnal/annual temperature cycle models) to further improve high spatiotemporal resolution time series LST product. In
developing a novel spatiotemporal fusion-based method, how to deal with spatial heterogeneity of landscapes (leading to spatial vari-
ation of LST) and temporal change (inducing temporal variation of LST) between any two time points should be a key point or a re-
search direction.

Given that the scaling effect always exists in DLST processes, especially at very high resolutions, how to directly reduce the effect
by developing some novel methods should be another direction. The initial effort was made by Pu and Bonafoni (2021, 2022) who
justified that the spatial scaling effect on DLST maps is related to the degree of heterogeneity of landscapes associated with spatial
changes of surface features/materials within pixels at specific resolutions. This issue was proved early by Garrigues et al. (2006a,
2006b) by quantifying the heterogeneity within a pixel area for mapping NDVI and LAI with moderate resolution remote sensing data
and non-linear estimation processes. Garrigues et al. (2008) also employed a geostatistical linear model to assess the landscape spatial
heterogeneity with high resolution red and NIR band images. Based on the theory, Pu and Bonafoni (2021) developed a novel method
with a correction term expression to directly correct the effect on DLST maps. The analysis results indicate that the new method could
significantly reduce the DLST error. The establishment of physical-based models in DLST processes could reduce the spatial scale ef-
fects, by implementing a physical relationship at the coarse resolution: this hypothesis should be explored and verified, even if the im-
plementation could be more complex with respect to statistics-based model.

6. Concluding remarks
In this review paper, a total of 223 publications related to the investigations of TIR remote sensing data downscaling were re-

viewed. An overview on TIR sensors/systems data and existing DLST methods and techniques was conducted, especially for DLST
processes with polar and geostationary orbits TIR sensors’ data. After conducting the review, concluding remarks and recommenda-
tions are summarized as follows.
1). During last four decades, especially after 2000, most investigations on DLST processes used coarse spatial resolution but high

temporal resolution MODIS TIR data. This was just a perfect match for the advent of MODIS sensor onboard Terra and Aqua
around 2000. MODIS sensor acquires TIR data at 1 km spatial resolution and 1–2 days temporal resolution.

2). Compared to fusion-based method, the kernel-driven methods are the most frequently used. This downscaling category relies
on relationships between the kernels (SFs) and LSTs to obtain high-resolution LSTs by performing a spatial sharpening process
or a TIR spectral unmixing process. It is relatively easy to perform and can potentially produce spatial details of LST.

3). To enhance LST resolution and increase the accuracy of DLST results with kernel-driven methods, after 2010, the machine-
learning (ML) methods have demonstrated their excellent performance and robustness. Usually, such advanced ML
methods/algorithms/models can generate higher accuracies of DLST maps compared to those created with other DLST
techniques.

4). Most studies on generating high spatiotemporal fused LST data were performed by mostly fusing MODIS – Landsat datasets to
create a high temporal resolution Landsat-like LST data series. More advanced spatiotemporal fusion-based methods combine the
kernel-driven process with the fusion-based methods. The synergic process can create both spatial details from optical bands and
spatiotemporal information.

5). In this review, three limitations or constraints were identified and recommended to overcome in future works. They include
(1) an uncertainty of DLST products created despite the advanced DLST algorithm applied; (2) lack of generalization, since
most DLST studies are study site specific and thus it is difficult to extend them outside the study area; and (3) a certain
spatial scaling effect always exists in DLST processes, especially at high resolutions.

6). The recommended three future research directions are: 1) reducing the uncertainty of DLST results, 2) developing novel DLST
models and algorithms and 3) directly reducing the spatial scaling effect in DLST processes. Currently, a few of studies have
tested some novel methods and techniques and demonstrated the efficiency in DLST processes by using a comprehensive and
optimal subset of SFs, a localizing moving window strategy, and developing the fusion-based model with nonlinearity of
temporal change over time. However, more efforts still need to be made in the future in developing such novel methods and
techniques. However, more emphasis on how to efficiently deal with spatial heterogeneity of landscapes (spatial variation of
LST) and time change (temporal variation of LST) between any two time points is a key point or a research direction. Given the
fact that the scaling effect always exists in DLST processes, especially at VHR resolutions, how to directly reduce the effect by
developing some novel approaches should be another direction.
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Appendix

Abbreviations and acronyms used in this paper

AATSR Advanced Along-Track Scanning Radiometer
AGRI Advanced Geosynchronous Radiation Imager
ATSR Along-Track Scanning Radiometer
ANN artificial neural network (model)
ASTER Advanced Spaceborne Thermal Emission and Reflection Radiometer, sensor
AVHRR Advanced Very High Resolution Radiometer
CNN convolutional neural networks
DisTrad Disaggregation of Radiometric Temperature
Envisat Environmental Satellite
ERS European Remote Sensing Satellite
ESTARFM enhanced spatial and temporal adaptive reflectance fusion model
ETM+ Enhanced Thematic Mapper Plus
FSDAF Flexible Spatial and Temporal Adaptive Reflectance Fusion Model
GAN generative adversarial network
GOES Geostationary Operational Environmental Satellite
INSAT Indian National SATellite
LSE Land Surface Emissivity
LST Land Surface Temperature
LULC land use/land cover
ML machine learning
MODIS MODerate-resolution Imaging Spectroradiometer
MS multispectral
MSG Meteosat Second Generation
NDVI normalized difference vegetation index
NIR near-infrared
OA overall accuracy
PCS PC Spectral Sharpening
RF random forest
SEVIRI Spinning Enhanced Visible and Infrared Imager
SF Scaling factor (kernel)
SLSTR Sea and Land Surface Temperature Radiometer
STDF spatiotemporal data fusion
STARFM spatial and temporal adaptive reflectance fusion model
SWIR shortwave infrared
SVM support vector machine
TIR thermal infrared (3–14 mm)
TM Thematic Mapper
TsHARP Temperature Sharpening
UAV unmanned aerial vehicle
UHI urban heat island
VHRR Very High Resolution Radiometer
VIRR Visible and Infrared Radiometer
VNIR visible-near infrared (0.4–1.0 mm)
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