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A B S T R A C T   

Most algorithms for land surface temperature (LST) retrieval depend on acquiring prior knowledge. To overcome 
this drawback, we propose a novel LST retrieval method based on model-data-knowledge-driven and deep 
learning, called the MDK-DL method. Based on the expert knowledge and radiation transfer model, we deduce 
LST retrieval mechanism and determine the best combination of the thermal infrared (TIR) bands of the sensor. 
Then, we use the radiation transfer model simulation and reliable satellite-ground data to establish a training and 
test database, and finally use the deep learning neural network for optimal computation. Three typical high-, 
medium- and low-spatial-resolution TIR remote sensing datasets (from Gaofen, the Moderate Resolution Imaging 
Spectroradiometer (MODIS), and Fengyun) are used for theoretical simulation and application analysis. The 
simulation shows that the minimum mean absolute error (MAE) is less than 0.1 K (standard deviation: 0.04 K; 
correlation coefficient: 1.000) at a small viewing direction (<7.5◦) and less than 0.8 K at a large viewing di
rection (<65◦). The in situ validation shows that the minimum MAE obtained by the optimal band combination is 
approximately 1 K (root mean square error (RMSE) = 1.12 K; coefficient of determination (R2) = 0.902). The 
retrieval accuracy is improved by increasing the number of TIR bands in the atmospheric window, and adding 
accurate atmospheric water vapor information produces better results. In general, four TIR bands in the atmo
spheric window bands are sufficient to retrieve the LST with high accuracy. Likewise, three TIR bands plus at
mospheric water vapor information are sufficient for the retrieval requirements. All analyses indicate that our 
method is feasible and reliably accurate and can also be used to help design the instrument band to retrieve the 
LST with high precision.   

1. Introduction 

Land surface temperature (LST) is an important parameter in the 
study of the physical processes of regional and global earth-atmosphere 
system interactions. LST is used in many research fields, including sur
face energy balance, global climate change, hydrology, agricultural 
production, and urban thermal environments (Huang et al., 2018; Jus
tice et al., 1998; Price, 1990; Pu et al., 2006; Schmugge et al., 2002b). 
Space-based remote sensing technology using measurements in thermal 
infrared (TIR) spectral regions provides an effective way to obtain LSTs 

on a regional and global scale. Many studies have been conducted based 
on the thermal radiative transfer equation (RTE). Different algorithms 
have been proposed to derive LSTs from TIR data with different band 
settings. These algorithms can be roughly classified into four types: 
single-channel, split-window, multichannel, and machine learning 
methods. 

The single-channel method calculates LST based on a single RTE. 
Specifically, the method mainly needs to obtain the land surface emis
sivity (LSE), atmospheric transmittance (or atmospheric water vapor 
content, WVC) and the effective mean atmospheric temperature as prior 
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knowledge (Cristóbal et al., 2009; Hook et al., 1992; Price, 1983; 
Sobrino et al., 2004). Qin et al. (2001b) proposed a mono-window al
gorithm to estimate the LST specifically from Landsat 5 by using only the 
near-surface air temperature and WVC as empirical knowledge. 
Jiménez-Muñoz et al. (2009) updated a generalized single-channel al
gorithm developed by Jiménez-Muñoz and Sobrino (2003), which 
retrieved the LST from any TIR channel with an FWHM (full width at 
half maximum) of approximately 1 μm. The algorithm assumed that the 
LSE and the total WVC were known. Coll et al. (2012) used the single- 
channel method to retrieve LST based on different sources of atmo
spheric water vapor and temperature profiles, and applied the method to 
sensors with a single TIR band. These sensors are the Enhanced The
matic Mapper Plus (ETM+), the Advanced Spaceborne Thermal Emis
sion and Reflection radiometer (ASTER), the Moderate Resolution 
Imaging Spectroradiometer (MODIS), and the Advanced Along Track 
Scanning Radiometer (AATSR)). Although the theoretical accuracy of 
the single-channel method is relatively high, the actual accuracy of this 
method still needs to be further improved. The main reason is that the 
accuracy of this method is determined mainly by the accuracy of land 
cover classification, and the accuracy of transmittance which deter
mined by WVC. However, thermal infrared remote sensing data with 
high spatial resolution generally lacks water vapor bands, and WVC 
mainly comes from weather station observation data. 

The split-window method establishes two RTEs to calculate LST. The 
method initially utilized the differential absorption in two TIR bands to 
correct most atmospheric effects, represents the LST as semiempirical 
regression equations of the two bands’ brightness temperatures (BTs) 
and usually depended on the LSE. Subsequently, this method further 
considered treating the information about transmittance, WVC, the view 
zenith angle (VZA) and other atmospheric parameters to improve the 
accuracy (Mao et al., 2005; Peres et al., 2010; Price, 1984; Sobrino et al., 
1991; Wan and Dozier, 1989). Wan and Dozier (1996) developed a 
generalized split-window algorithm to retrieve LSTs from the MODIS 
TIR channels which considered the dependence of the VZA, WVC and 
atmospheric lower boundary temperature, and the LSEs were estimated 
from land cover types. The algorithm has achieved very good accuracy 
and has been continuously improved to help the optimization of MODIS 
LST products (Wan, 2008; Wan et al., 2002). Qin et al. (2001a) proposed 
a split-window algorithm to retrieve LST from the Advanced Very High 

Resolution Radiometer (AVHRR) data, and the algorithm required only 
two essential parameters (LSE and transmittance). Jiang and Li (2008) 
constructed a non-linear split-window algorithm for the Spinning 
Enhanced Visible and Infrared Imager (SEVIRI) on board the first geo
stationary satellite Meteosat Second Generation (MSG1), which still 
required two essential parameters (LSE and WVC). LSEs were acquired 
from global land cover products, and WVC was obtained by the modified 
split-window covariance and variance ratio (MSWCVR) method from 
the TIR data. In general, although different researchers have proposed 
different split-window methods, these methods are basically similar in 
principle. Most of these methods need to obtain two key parameters, LSE 
and atmospheric transmittance or WVC. The accuracy validation of the 
split-window method by using simulation data is approximately 1 K or 
better than 1 K, but the validation accuracy in actual application still 
depends on the accuracy of the LSE and transmittance obtained through 
prior knowledge. The advantage of split-window method over single- 
channel method is that there is one less unknown than single-channel 
method, which reduces the difficulty and uncertainty of LST retrieval. 

The multichannel method mainly establishes three or more RTEs to 
calculate LST (Gillespie et al., 1998; Liang, 2001; Mushkin et al., 2005; 
Schmugge et al., 2002a). Two algorisms are widely used in application. 
Li and Becker (1993) proposed a method to estimate both LSE and LST 
using pairs of day/night co-registered AVHRR images. Wan and Li 
(1997) proposed a day-and-night (D/N) algorithm to retrieve LSEs and 
LSTs from day/night pairs of MODIS data in seven TIR bands and 
considered air temperature at the surface level, WVC, and angular form 
factor. These two algorithms assumed LSEs do not significantly change 
from day to night. The air temperature at the surface level and WVC 
were used to modify the initial atmospheric profiles. Finally, 14 
nonlinear equations were calculated using the statistical regression 
method and the least-squares fit method. This algorithm has been tested 
and obtained great accuracy from simulated MODIS data in wide ranges 
of atmospheric and surface conditions. Unlike the former two methods, 
the multichannel method usually takes LSE as an unknown, assuming 
that LSE does not change significantly during the day and night. How
ever, although the simulation accuracy of the multichannel method is 
very high (better than 1 K), sometimes the retrieval accuracy of this 
method cannot be guaranteed when the LSE changes significantly be
tween day and night. In addition, due to the influence of clouds, it is 

Fig. 1. The MDK-DL method consists of two parts: (a) GLR based on RTE and expert knowledge and (b) optimal computation using the DL-NN algorithm.  
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difficult to accurately register the data during the day and night, which 
will also reduce the practicality of the algorithm, such as reducing the 
resolution. 

In the past few decades, machine learning has been applied to the 
retrieval of geophysical parameters (Frate and Solimini, 2004; Khoob, 
2008; Shen et al., 2020; Taylor et al., 2014). Aires et al. (2002) devel
oped a regularized neural network to retrieve atmospheric profiles and 
LSTs from the high-resolution infrared atmospheric sounding interfer
ometer (IASI) spaceborne instrument. The neural network was trained 
and tested using real atmospheric situations as measured by radiosondes 
and taken from the Thermodynamic Initial-Guess Retrieval (TIGR) 
database. Similarly, Jang et al. (2004), Blackwell (2005), and Mao et al. 
(2008) also achieved good results in atmospheric profiles/LST/LSE 
retrieval by using neural network algorithms. Over the past decade, 
machine learning methods are gradually applied to the retrieval of 
geophysical parameters, which has considerably outperformed tradi
tional models (Yuan et al., 2020; Zhang et al., 2016; Zhu et al., 2017). 
Recently, some of the related studies focused on reconstructing the LST 
of satellite datasets, forecasting daily LST from time series data, and 
fusing multisource data to estimate subpixel LST (Jia et al., 2021; Wu 
et al., 2019; Yang et al., 2010; Zhang et al., 2018). 

Although machine learning methods have been used in LST retrieval, 
they have not yet been widely used. There are two main reasons that 
limit the application of deep learning neural networks (DL-NN). The first 
reason is that the accuracy of DL-NN depends on the training and test 
database. The second reason is that most of the physical mechanisms of 
DL-NN algorithms used in the past are not clear. To make full use of the 
advantages of traditional physical models and machine learning, we 
construct a novel LST retrieval method based on model-data-knowledge- 
driven and deep learning, called the MDK-DL method. First, we perform 
geophysical logical reasoning (GLR) based on RTE with the help of 
expert knowledge. Then, we use a machine learning (DL-NN) algorithm 
to perform optimal computation to approximate the solution (LST) of 
the established RTEs. Finally, we apply the MDK-DL method to the 
newly available Gaofen-5 (GF-5)/Visual and Infrared Multispectral 
Sensor (VIMS) data with high spatial resolution, the reliable Earth 
Observation System (EOS)/MODIS data with medium spatial resolution, 
and the newly available Fengyun-4A (FY-4A)/Advanced Geostationary 
Radiation Imager (AGRI) data with low spatial resolution. 

2. Methodology 

Some interdisciplinary subjects related to earth science, especially 
big data and artificial intelligence technology, are on a great upsurge 
(Zhou, 2019). This situation provides a new perspective to solve 
geophysical parameter retrieval problems using an interdisciplinary 
approach, especially by using the advantages of deep learning. Based on 
these, we propose the MDK-DL method, as shown in Fig. 1. The MDK-DL 

method described in this section is a general method for LST retrieval. In 
Section 3, we apply the method to three specific datasets and made 
detailed analysis. 

We use the relevant theories and research results of previous experts 
for LST retrieval as an expert knowledge base as a knowledge-driven, 
which condenses human practical experience and wisdom. In Steps 
1–3, the mathematical derivation of the retrieval mechanism according 
to the radiative transfer equation (RTE) is carried out as GLR, which is 
model-driven and makes full use of expert knowledge. Then, the input 
parameters of the machine learning process are determined. That is, we 
study the relationship between the main parameters affecting LST 
retrieval and demonstrated that the BTs of TIR bands reflect the main 
information, such as atmospheric WVC and LSE. This process considers 
data availability, greatly reduces redundant information, and directly 
uses BTs as the main input nodes for machine learning. 

Shown in Fig. 1, based on big-data thinking, we analyze the optimal 
LST retrieval band combination for specific sensors and use machine 
learning technology (DL-NN algorithm) as an optimal computation 
method (data-driven) to obtain the retrieved LST (Step 4 and Step 5). In 
Step 6, if the validation shows the results to be unsatisfactory, the input 
is revised by adding more reliable data, where knowledge and data- 
driven also work (Step 7). These data can be in situ ground truth mea
surements of LST, high-precision LST products (such as MODIS LST 
products) or other reliable LST data (such as LST from assimilating 
data). Then, the training and test databases are updated (Step 8). Step 7 
and Step 8 are the LST abduction processes. Abduction, learned from 
artificial intelligence (Zhou, 2019), can also be explained as retro- 
production, refers to the process of selectively inferring certain facts 
that explain phenomena and observations based on background 
knowledge. The MDK-DL method implements knowledge exploiting by 
means of GLR and evidence/facts exploiting by means of deep learning. 

3. Materials and methods 

3.1. Data 

3.1.1. Remote sensing data 
To verify the suitability of the MDK-DL method, we selected repre

sentative TIR remote sensing data with high, medium and low spatial 
resolution for analysis. Specifically, three kinds of remote data were 
collected: GF-5/VIMS data, EOS/MODIS data, and FY-4A/AGRI data. 
Fig. 2 shows the spectral response functions of the TIR bands of these 
three remote sensing datasets.  

• As a polar-orbiting satellite launched in May 2018 as part of a series 
of China High-resolution Earth Observation System (CHEOS) satel
lites operated by the China National Space Administration (CNSA), 
GF-5 is a comprehensive hyperspectral satellite that detects the 

Fig. 2. Spectral response functions of VIMS TIR bands, MODIS TIR bands and AGRI TIR bands, where “B” is an abbreviation of band. For example, “B9” denotes 
band 9. 
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atmosphere and land. The VIMS contains 12 channels, has spatial 
resolutions of 20 m (0.45–2.35 μm) and 40 m (3.5–12.5 μm), and has 
a ground coverage width of 60 km. VIMS data have application po
tential in environmental monitoring, resource surveys and surface 
ecological environment quality surveys (Zhang et al., 2017).  

• MODIS, aboard the two polar orbit satellites Terra and Aqua, is an 
important sensor for observing global biological and physical pro
cesses as part of the US Earth Observing System (EOS) program and 
was first launched in 1999. The sensor has 36 channels with spatial 
resolutions of 250 m (0.62–0.876 μm), 500 m (0.459–2.155 μm), and 
1 km (0.405–14.385 μm), and the scan width is 1330 km. In addition, 
MODIS has a wide range of applications in terms of urban heat 
islands, air temperature estimation/mapping, soil moisture, evapo
transpiration estimation, and drought monitoring/estimation (Phan 
and Kappas, 2018) and has mature LST products (Wan et al., 2004).  

• FY-4A is a second-generation geostationary meteorological satellite 
in the Fengyun series of Chinese meteorological satellites that was 
put into use in September 2017. The AGRI aboard FY-4A has 14 
channels in total, with spatial resolutions of 0.5–1 km (0.45–0.90 
μm), 2–4 km (1.36–4.0 μm), and 4 km (5.8–13.8 μm) and an area 
scanning time of 1 min (1000 km × 1000 km). The AGRI can be used 
to improve applications in a wide range of ocean, land, and atmo
sphere monitoring and in forecasting extreme weather, especially 
typhoons and thunderstorms (Yang et al., 2017). 

Different satellite data have their own advantages. We choose 
MODIS data mainly because the it has stable performance, multiple TIR 
bands, and representative validation. The most important thing is that 
there are already mature LST products after more than 20 years of 
development and application since the 1990s. MODIS data can be used 
as a supplement to the reliable data in the abduction process to 
compensate for the deficiencies of other data in LST retrieval. After 
selecting the representative medium spatial resolution data, we 
considered the newly available high (VIMS) and low spatial resolution 
(AGRI) remote sensing data. The calibrations of the two new sensors on- 
board are unstable, and there are deviations in the center wavelength, 
and there are no corresponding mature LST products. To promote the 
research and development of the LST products of the new sensors as soon 
as possible, we deliberately made the corresponding analysis. The 
spatial resolution of VIMS data is high, but the time resolution is low, 
and some deviation in BTs has been found through research. The spatial 
observation of AGRI data has high temporal resolution, but low spatial 
resolution, and there are problems of unstable calibration on satellite. 
Although the data quality of these two sensors is not very high, they are 
also two very important data sources. These three datasets can be used to 
test the MDK-DL method. The application of MODIS data can achieve a 
comprehensive and representative analysis, and the application of AGRI 
and VIMS data can confirm that our method can achieve good results 
through avoiding deviations due to data quality. 

Some TIR bands of AGRI and VIMS are not very stable in terms of 
satellite calibration. Therefore, we first use the ground station and 
MODIS LST products of the adjacent time as the corresponding ground 
data through calibration when the satellite transits. Then, for each 
dataset, we resample the high spatial resolution images to match the low 
spatial resolution images, thereby establishing a correspondence rela
tionship of images information to increase the DL-NN training and test 
samples. The problem of further on-satellite correction can be avoided, 
and the retrieval calculation can be directly performed. 

3.1.2. Auxiliary data 
The auxiliary data mainly refer to the reliable LSTs that can be added 

in the DL-NN and the LSTs used in the validation. The data sources of the 
former can be obtained from a) reliable in situ ground truth measure
ments of LST, b) well-validated products, and c) assimilating data with 
high accuracy. The data sources of the latter can be obtained from a) 
simulation data from the MODerate spectral resolution atmospheric 
TRANsmittance mode (MODTRAN), b) MODIS LST products and c) in 
situ ground truth measurements of LST from meteorological observatory 
stations. In practical applications, abnormal and unrepresentative data 
should be eliminated to ensure that the selected data reflect all the 
physical conditions. 

3.2. Geophysical logical reasoning 

3.2.1. Reasoning process 
A good geophysical parameter retrieval method should satisfy three 

conditions. First, the retrieval model should have physical meaning. 
Second, the retrieval equation should be mathematically solvable in 
theory. Third, the retrieval accuracy is high and meets application re
quirements. LST retrieval is based on the thermal radiance of the ground 
and the transmission of thermal radiance from the ground through the 
atmosphere to the remote sensor. The ground is not a blackbody. Thus, 
LSE must be considered when computing the thermal radiance emitted 
by the ground. The atmosphere has important effects on the received 
radiance at the level of the remote sensor (Dozier, 1981). Considering all 
these impacts, the general radiance transfer equation after simplification 
for remote sensing of LST can be formulated as follows (Qin et al., 
2001b): 

Bi(Ti) = εiτi(θ)Bi(Ts)+ [1 − τi(θ) ](1 − εi)τi(θ)Bi
(
T↓

a

)
+ [1 − τi(θ) ]Bi(Ta),

(1)  

where Ts is the LST, Ti is the BT in channel i, τi(θ) is the atmospheric 
transmittance in channel i in viewing direction θ (zenith angle from 
nadir), εi is the LSE, Bi(Ti) is the ground radiance, Ta is the effective mean 
atmospheric temperature, and Ta

↓ is the downward effective mean at
mospheric temperature. Qin et al. (2001b) made a reasonable simplifi
cation and analysis and concluded that using Ta instead of Ta

↓ has little 
influence, so the equation can be depicted as Eq. (2). Thus, we simplified 

Fig. 3. A simplified diagram of the thermal RTE (unknowns: WVC, near-surface air temperature, LST, and surface type).  

H. Wang et al.                                                                                                                                                                                                                                   



Remote Sensing of Environment 265 (2021) 112665

5

the radiation transmission process, which is shown in Fig. 3. 

Bi(Ti) = εiτi(θ)Bi(Ts)+ [1 − τi(θ) ](1 − εi)τi(θ)Bi(Ta)+ [1 − τi(θ) ]Bi(Ta)

(2) 

The LSE (εi) of each band is unknown. If each type of ground surface 
is known, then the LSE of each band can be determined. Therefore, all 
unknown LSEs of different bands can be unified into a single unknown 
parameter (surface type). 

εi = f
(
ground surface type

)
(3) 

High-precision surface type datasets and a stable relationship be
tween LSEs at different wavelengths are critical factors. Moreover, LST 
retrieval depends on the accuracy of the classification algorithm. 

The atmospheric transmittance (τi) of each band is unknown which 
can be determined by the WVC: 

τi = f (WVC) (4) 

Consequently, all unknown transmittances of different bands can be 
unified into a single unknown parameter (WVC). Obtaining a high- 
precision WVC dataset and ensuring a stable relationship between 
WVC and transmittance at different wavelengths are other critical tasks 

in LST retrieval algorithms. The algorithm also depends on the design of 
the WVC band. The atmospheric WVC can also be retrieved from the TIR 
channels (Eq. (5)) and is related to the channel BT differences (Jedlovec, 
1990; Kleespies and McMillin, 1990). In addition, the effective mean 
atmospheric temperature (Ta) is mainly determined by the near-surface 
air temperature: 

WVC = f (ΔBT) (5)  

Ta = A1 +B1T0 (6)  

where ΔBT represents a difference in observed BTs due to changing skin 
temperature, T0 is the near-surface air temperature at two meters above 
ground, A1 is a constant, and B1 is a coefficient. Clearly, for different 
regions and seasons, the coefficient of eq. (6) is different. According to 
reciprocity theory, the effective mean atmospheric temperature Ta can 
also be determined by the BT (Ti) at the satellite. The expression can be 
depicted as Eq. (7) (Mao et al., 2007). 

Ta ≈ A2 +B2Ti (7)  

where Ti is the BT (which is known) at the satellite, A2 is a constant, and 
B2 is a coefficient. There is a strong constraint relationship between the 

Fig. 4. The workflows. The overall process of MDK-DL method is applied to LST retrieval from three typical high-, medium- and low-spatial-resolution remote 
sensing datasets. 
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effective mean atmospheric temperature, the LST, near surface air 
temperature, the atmospheric WVC, and the BT at the satellite. 

According to the above analysis, there are only four unknowns (LST, 
ground surface type, WVC and effective mean atmospheric temperature 
or near-surface air temperature) in the RTE. In theory, without any prior 
knowledge, the LST can be retrieved from four RTEs established from 
four TIR bands. If the ground surface type is obtained from visible light 
and near-infrared (NIR) bands, only three RTEs established from three 
TIR bands are needed to retrieve LST. If WVC is obtained from NIR 
bands, three RTEs established from three TIR bands are also sufficient to 
retrieve LST. If ground surface type and WVC are obtained from visible 
light and NIR bands, only two RTEs established from two TIR bands are 
needed to retrieve LST, and this technique is the split-window method. 
The geophysical parameters depend on each other, but we did not fully 
use the connections among these parameters in the previous algorithms. 
When we solve mathematical equations, the relationships cannot be 
depicted in a strict mathematical equation, so the error will be ampli
fied, and the simplification of the Planck function also leads to some 
errors. To improve the accuracy, optimal computation methods (such as 
neural networks) are one of the best choices (Mao et al., 2008). In this 
study, we use the DL-NN algorithm to overcome the ill-conditioned 
difficulty and improve the accuracy in LST retrieval. 

3.2.2. Research approach 
Based on GLR, the overall process of the MDK-DL method applied to 

three typical high-, medium- and low- spatial-resolution remote sensing 
datasets is depicted in Fig. 4. First, we verify the theoretical accuracy of 

LST retrieval on the three datasets. MODTRAN is used to simulate TIR 
radiation transmission with input atmospheric profile data to simulate 
atmospheric parameters. Different satellite sensor technical parameters 
should be considered. Second, we conduct instance verification. Pre
processing, such as radiometric calibration, geometric correction, at
mospheric correction, and reflectance calibration, is performed to 
obtain more accurate spectral information. The BTs of the three kinds of 
data are obtained. Third, when the training database of the simulation 
data (obtained by MODTRAN) matches the real situation in the example 
application, the database remains unchanged. Otherwise, reliable LST 
data are increased according to the principle of abduction (Fig. 1) to 
update the training database with the LSTs and the corresponding BTs of 
images. Then, the DL-NN for each dataset used for LST retrieval is well 
trained and can process the input parameters and output the results. 

Different sensor channels have different characteristics, so the set
tings of parameters such as LST, WVC, LSE, and field of view (FOV) in 
MODTRAN are also different. Our study selected four land surface types 
(soil, vegetation, water and rocks) for the convenience of unified pro
cessing of different spatial resolution data. The LSEs of the different TIR 
bands of VIMS, MODIS and AGRI, as measured by the Jet Propulsion 
Laboratory, are taken as the input parameters of MODTRAN (Fig. 5). 

Through preliminary research on these three datasets, we deter
mined suitable and representative band combinations based on specific 
sensor performance. In the DL-NN training stage (which is described in 
Section 3.3), the training and test sample groups of these three datasets 
are as follows. For VIMS data, there are two groups: 1) the BTs of TIR 
bands 9, 10, 11, and 12 (8–12.5 μm) with WVC and 2) the BTs of TIR 

Fig. 5. (a) The LSE of the five kinds of soil. (b) The LSE of the three kinds of rocks. (c) The LSE of the three kinds of vegetation. (d) The LSE of the three kinds 
of water. 

Neuron Single-layer
neural network

Two-layer
neural network

Multilayer neural
networks

MP model
Foundation

Perceptron model
First wave

1943 1958

Backpropagation neural network
Second wave

1986

Deep learning
Third wave

2006 Year

Fig. 6. Neural network development history. The neural network originated in the 1840s (McCulloch and Pitts, 1943), and the introductions of the perceptron 
(Rosenblatt, 1958), BP neural network algorithms (Rumelhart et al., 1986) and DL (Hinton, 2005) were the three climaxes in the development of neural networks. 
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bands 9, 10, 11, and 12 (8–12.5 μm) without WVC. For MODIS data, 
there are three groups: 1) the BTs of TIR bands 29, 31, 32, and 33 
(8–13.5 μm) for day and night; 2) the BTs of TIR bands 29, 31, and 32 
(8–12.5 μm) with WVC for day; and 3) the BTs of TIR bands 29, 31, 32, 
and 33, bands 20, 22, and 23 (3–5 μm) for night. For AGRI data, there 
are three groups: 1) the BTs of TIR bands 11, 12, 13, and 14 (8–13.8 μm) 
with WVC; 2) the BTs of TIR bands 11, 12, 13, and 14 without WVC; and 
3) the BTs of TIR bands 11, 12, and 13 (8–12.5 μm) with WVC. 

3.3. Optimal computation using the DL-NN algorithm 

To optimize the calculation of the MDK-DL method, we consider 
machine learning technology, specifically the neural network algorithm. 
Neural networks are constantly evolving (deep learning is the third 
wave) (Fig. 6) and can be classified based on two factors: the network 
structure and learning style. In our study, the selected DL-NN is a 
feedback neural network with supervised learning. In general, DL-NN 
does not need to accurately grasp the relationship between input pa
rameters and output parameters. It extracts information from training 
data, simplifies the complex physical model, and transforms the feature 
extraction process into automatic feature learning and application- 
dependent feature exploration (LeCun et al., 2015). 

3.3.1. Establishment of the DL-NN 
The deep learning convolutional neural network (DL-CNN), a feed

back neural network with supervised learning, is one of the most popular 
pattern recognition methods. The convolution and pooling operation 
extract features from the input and hidden layers and use local con
nections and shared weights to effectively extract spatial and spectral 
information from an image. The greatest advantage of the DL-CNN is the 
ability to reduce the number of parameters and the complexity of the 
operation and provide strong fault tolerance, parallel computing power 
and self-assessment capabilities. Therefore, this method has high 
optimal computation or classification ability in target identification 
(Chen et al., 2014; Mao et al., 2007; Zhao and Du, 2016). 

To reduce the number of calculations and accelerate the training 
speed, the DL-CNN model connects the pooling process after the 
convolution operation to reduce the amount of data. Each pooling layer 
corresponds to the previous convolution layer. Pooling can ensure 
invariance by reducing the resolution of feature maps (Zuo et al., 2016). 
Convolution and pooling operations are suitable mainly for feature 
extraction from two-dimensional images. Due to the low resolution of 
remote sensing images, it is unrealistic to identify features (except for 
extremely large object types, such as roads and rivers) by the geometric 
features in remote sensing images. Typically, we use the spectral infor
mation of remote sensing images to identify ground surface types. Hu 
et al. (2015) used deep convolutional neural networks to classify 
hyperspectral images directly in the spectral domain. The number of 

spectral segments must to be at least 10 or more if convolution and 
pooling are to be effective. In theory, the greater the number of spectral 
segments is, the better the effect. Considering that the number of bands 
we studied is small, we choose a fully connected layer neural network for 
optimal computation. As shown by the analysis in Section 3.2, function 
approximation and optimization are needed for the LST retrieval algo
rithm. Thus, we construct a fully connected layer DL-NN, as shown in 
Fig. 7. 

A fully connected layer DL-NN consists of one input layer, one output 
layer, and two or more hidden layers between the input and output 
layers. Fig. 8 shows the arrangement of an individual neuron, where the 
sum (x ⋅ w + σ) is commonly termed the net of the neuron. The input to 
the neuron can be either the actual input to system x or the output from 
other neurons in preceding layers. 

Although many types of activation functions exist, the most common 
is the nonlinear sigmoid function shown in Eq. (8). 

f (Net) =
1

1 + e− Net =
1

1 + e− (w⋅x+σ) (8) 

The representation of the function by the neural network is accom
plished by a set of individual neurons that have learned the appropriate 
response to an input. During the training phase, training patterns are 
sequentially presented to the network. After all patterns have been 
presented, the interconnecting synaptic strength (weight) of each 
neuron is adjusted. The DL-NN constructed in our study utilizes the 
Kalman filtering technique, which is a recursive minimum mean square 
estimation procedure. This technique greatly improves the accuracy, 
training speed and stability of the DL-NN. More details can be found in 
Tzeng et al. (1994). 

3.3.2. Training and testing of the DL-NN 
The training and testing of the DL-NN algorithm is not complex and 

can be divided into four basic steps. The operation is applicable to both 
theoretical accuracy analysis and practical application.  

• Reliable training and test databases (of LSTs and their corresponding 
BTs with/without WVC) were obtained for theoretical accuracy 

Fig. 7. Fully connected layer DL-NN.  

Fig. 8. A single neuron.  
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analysis and practical application. The acquisition time of the sup
plementary data must be matched with the imaging time of the 
research data, and the time values can be corrected based on the 
value measured at meteorological stations. Moreover, if necessary, 
resampling is performed to ensure the matching of different images.  

• Training and testing of the DL-NN.  
• Computing the BTs from VIMS, MODIS, and AGRI TIR data. In 

addition, the WVC data in MODIS data were retrieved from MODIS 
bands 2, 5, 17, 18, and 19.  

• Retrieving the LST by using the DL-NN. 

The specific settings are provided below. The grouping information 
of each dataset is shown in Section 3.2. This operation is applicable to 

both theoretical accuracy analysis and practical application. For VIMS 
simulation data (from MODTRAN), we specified the following settings 
for a total of 25,088 sets of training data and 6720 sets of test data: LST 
(280–325 K), WVC (0.1–3.5 g/cm2), angle of view (0–7.5◦), and LSE 
(vegetation, water, soil, and rocks). The small angle of the VIMS, of 
which the FOV is approximately 15◦, can be ignored without losing 
noticeable accuracy in example applications, and similar conclusions 
were reached in Tang and Li (2018). For the MODIS simulation data, we 
specified the following settings for the training data (158,400 sets) and 
testing data (72,600 sets): LST (280–330 K), WVC (0.1–4.5 g/cm2), and 
LSE (vegetation, water, soil, and rocks). The viewing angle affects the 
retrieval accuracy. According to Masuoka et al. (1998), the footprint of 
MODIS pixels in TIR bands is approximately 1 km by 1 km at nadir, 1.3 
km (along track) by 1.6 km (across track) at a viewing zenith angle near 
40◦, and 1.7 km by 3.3 km at a viewing angle of 60◦. Because the 
maximum MODIS viewing angle is 65◦ from nadir, pixels with viewing 
angles larger than 45◦ account for nearly 30% of the total pixels, or 
almost 50% of the total coverage area within each swath. To cover all 
ranges, the analog angle setting range is 0–65◦. According to the study 
and comparison of MODIS and AGRI data, the simulation analysis of 
MODIS data is representative of large FOV observations. The theoretical 
accuracy of AGRI data is similar to that of MODIS. In addition, due to the 
inaccurate calibration of the AGRI data at satellite, the actual applica
tion does not depend on the training database simulated by MODTRAN, 
Therefore, it is not necessary to present a simulation analysis similar to 
that of MODIS, but we did an evaluation when evaluating the theoretical 

VS.
VIMS

MODIS

AGRI

Input data Validation

LSTs from in situ data

LSTs from MODIS
LST products

LSTs from MODTRAN
simulation data

Comparison

Retrieved LSTs

Retrieved LSTs

Retrieved LSTs

Fig. 9. Validation strategy of three datasets (only MODIS data are used for 
cross-validation to ensure the independence of validation). 

Table 1 
Retrieval errors of MODTRAN simulated data from VIMS TIR bands 9, 10, 11, and 12 with WVC (SD: standard deviation of the fit). For all columns (validation 
dataset), the minimum MAE with maximum R and minimum SD is indicated in bold; colors denote the level of performance: red denotes the minimum MAE with 
maximum R and minimum SD, and blue denotes the maximum MAE with minimum R and maximum SD. These colors are also used in Table 2-Table 5. 

Hidden layers, nodes (0~7.5°), and retrieval errors (from VIMS bands 9, 10, 11, and 12 with WVC)

Hidden 400 500 600 700 800

layers MAE SD R MAE SD R MAE SD R MAE SD R MAE SD R

3 0.13 0.11 1.000 0.12 0.10 1.000 0.10 0.11 1.000 0.09 0.09 1.000 0.09 0.07 1.000

4 0.28 0.33 1.000 0.07 0.09 1.000 0.07 0.06 1.000 0.04 0.04 1.000 0.06 0.08 1.000

5 0.08 0.07 1.000 0.39 0.32 0.999 0.09 0.26 1.000 0.07 0.14 1.000 0.16 1.60 0.993

6 0.21 0.85 0.998 0.21 0.44 0.999 0.09 0.14 1.000 0.08 0.27 1.000 0.08 0.15 1.000

7 0.39 2.93 0.978 0.10 0.43 0.999 0.14 0.33 1.000 0.25 2.86 0.979 0.19 0.26 1.000

8 0.08 0.13 1.000 0.16 0.22 1.000 0.10 0.25 1.000 0.66 1.74 0.991 0.28 0.87 0.998

9 0.16 0.27 1.000 0.44 1.31 0.995 0.36 0.72 0.998 0.28 1.14 0.996 0.37 0.40 0.999

10 0.65 2.19 0.987 0.20 0.53 0.999 0.25 0.27 1.000 0.25 0.47 0.999 0.38 0.92 0.997
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accuracy. 

3.4. Validation approach 

The validation of the retrieved LST involves evaluating the accuracy 
and representativeness of the true values of the satellite pixels and the 
ground. The universality of the LST retrieval algorithm is closely related 

to the quality of the verification results. The land surface is generally a 
nonhomogeneous, nonisothermal surface, resulting in a very compli
cated validation process. It is extremely difficult to obtain in situ ground 
truth measurements comparable to the pixel size of VIMS, MODIS and 
AGRI data at the satellite pass. An alternative practical approach is to 
use simulated data generated by atmospheric simulation programs such 
as MODTRAN. This program can simulate the thermal radiance reaching 

Table 2 
Retrieval errors of MODTRAN simulated data from VIMS TIR bands 9, 10, 11, and 12 without WVC. 

Hidden layers, nodes (0~7.5°), and retrieval errors (from VIMS bands 9, 10, 11, and 12 without WVC)

Hidden 400 500 600 700 800

layers MAE SD R MAE SD R MAE SD R MAE SD R MAE SD R

3 0.42 0.37 0.999 0.45 0.39 0.999 0.35 0.37 0.999 0.34 0.35 0.999 0.31 0.34 0.999

4 0.32 0.34 0.999 0.35 0.37 0.999 0.32 0.37 0.999 0.36 0.55 0.999 0.32 0.37 0.999

5 0.57 0.64 0.998 0.35 0.49 0.999 0.39 0.66 0.998 0.34 0.65 0.999 0.43 1.29 0.995

6 0.38 0.64 0.999 0.54 3.47 0.970 0.40 0.50 0.999 0.93 7.94 0.864 0.71 2.17 0.987

7 0.40 0.46 0.999 0.64 1.22 0.995 0.73 2.57 0.982 0.99 1.83 0.989 0.92 3.28 0.970

8 0.47 0.71 0.998 0.64 1.91 0.989 2.35 28.97 0.467 0.97 1.56 0.991 1.14 2.41 0.982

9 1.12 6.34 0.905 1.25 7.14 0.885 0.73 0.98 0.996 1.03 2.06 0.986 0.94 1.09 0.995

10 0.91 2.32 0.984 0.78 2.16 0.987 0.75 0.90 0.996 1.11 2.38 0.982 1.22 6.24 0.909

Fig. 10. (a) Histogram of the difference between ground temperature (Tg) and the retrieved LST (Tr). (b) A boxplot of the absolute difference between Tg and Tr; the 
x-axis is the band combination, where “4 T” represents VIMS TIR bands 9, 10, 11, and 12 without WVC and “4 T + WVC” represents VIMS TIR bands 9, 10, 11, and 12 
with WVC. 

H. Wang et al.                                                                                                                                                                                                                                   



Remote Sensing of Environment 265 (2021) 112665

10

a remote sensor at the satellite level for input profile data with known 
ground thermal properties. In addition, cross-validation between the 
retrieved results and verified LST products is a useful approach. Spe
cifically, our validation is divided into three parts (Fig. 9). The first part 
is a validation based on MODTRAN simulation data, which demon
strates the theoretical accuracy of our method. The second part is a 
cross-validation based on LST products. The third part is a validation 
based on in situ data, confirming the actual application accuracy of our 
method. Our validation is conducted based on four statistical metrics: 
the coefficient of determination (R2), RMSE, mean absolute error (MAE), 
and correlation coefficient (R). 

4. Results and validation 

4.1. Theoretical accuracy analysis and validation 

4.1.1. Theoretical accuracy from small viewing directions 
The theoretical accuracy analysis of VIMS data is used to verify the 

LST retrieval effect of a small viewing direction. We divide the test data 
into two groups to test the accuracy of the DL-NN. Specifically, the first 
group uses bands 9, 10, 11, and 12 with WVC, and the second group uses 
bands 9, 10, 11, and 12 without WVC. Table 1 and Table 2 summarize 
the retrieval errors for the first and second groups, respectively. Table 1 
shows that the accuracy is the highest when the number of hidden layers 
is 4 and the number of hidden nodes is 700 (MAE = 0.04 K, SD = 0.04, 
and R = 1.000). Table 2 shows that the accuracy is the highest when the 
number of hidden layers is 3 and the number of hidden nodes is 800 
(MAE = 0.31 K, SD = 0.34, and R = 0.999). Therefore, according to the 

preliminary analysis, we can consider combining the four TIR channels 
to retrieve the LST in practical applications. In addition, this analysis 
verifies the feasibility of our previous analysis (GLR driven by expert 
knowledge). 

In addition, we made statistics on the errors of the two groups with 
the highest precision in Table 1 and Table 2 (as shown in Fig. 10). 
Fig. 10a clearly shows that the retrieval accuracy of the four TIR bands 
can be improved by increasing WVC, where most of the error distribu
tion accumulates near zero. The same conclusion can be obtained from 
the analysis in Fig. 10b. This figure shows that although the average 
level of the two band combinations is within 0.5 K, the error fluctuation 
after increasing WVC is greatly reduced, and the abnormal value is also 
reduced. 

4.1.2. Theoretical accuracy from large viewing directions 
Through verification, we found that the results of the theoretical 

accuracies of the AGRI and MODIS data are similar for similar combi
nations. In addition, due to the instability of AGRI on-board calibration 
and center wavelength deviation and to avoid redundancy, the analysis 
results of MODIS are mainly displayed here. We use its theoretical ac
curacy as the representative of different band combinations with large 
viewing directions. We divide the test MODIS data into three groups to 
assess the accuracy of the MDK-DL method. For the first group, the 
combination of bands 29, 31, 32, and 33 is suitable for day and night. 
Table 3 presents a summary of the retrieval errors for the first group and 
shows that the accuracy is highest (MAE = 0.87 K, SD = 0.89, and R =
0.995) when the number of hidden layers is 6 and the number of hidden 
nodes is 800. 

Table 3 
Retrieval errors of MODTRAN simulated data from MODIS TIR bands 29, 31, 32, and 33. 

Hidden layers, nodes (0~65°), and retrieval errors (from MODIS bands 29, 31, 32, and 33)

Hidden

layers

400 500 600 700 800

MAE SD R MAE SD R MAE SD R MAE SD R MAE SD R

3 1.04 0.91 0.994 0.95 0.87 0.995 0.97 0.87 0.995 0.93 0.87 0.995 0.91 0.86 0.995

4 0.92 0.85 0.995 0.93 0.87 0.995 0.90 0.84 0.996 0.93 0.85 0.995 0.89 0.85 0.996

5 0.94 0.86 0.995 0.97 0.89 0.995 0.91 0.84 0.995 0.90 0.85 0.995 0.90 0.86 0.995

6 0.94 0.88 0.995 0.92 0.85 0.995 0.90 0.84 0.996 0.92 0.87 0.995 0.87 0.89 0.995

7 0.96 0.91 0.995 0.98 0.87 0.995 0.91 0.85 0.995 0.92 0.86 0.995 0.91 0.94 0.995

8 0.92 0.85 0.995 0.95 0.90 0.995 0.95 0.87 0.995 0.92 0.85 0.995 0.90 0.85 0.995

9 0.91 0.85 0.995 0.94 0.87 0.995 0.90 0.85 0.995 0.91 0.85 0.995 0.92 0.85 0.995

10 1.08 9.81 0.793 1.07 0.93 0.994 0.92 0.85 0.995 0.93 1.41 0.992 0.90 0.85 0.995
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For the second group (the combination of bands 29, 31, and 32 with 
WVC), the TIR band is affected mainly by atmospheric water vapor 
absorption, so we consider atmospheric water vapor as an input 
parameter. The ratios of atmospheric water vapor-influenced channels 
(bands 2, 5, 17, 18, and 19) can be used to estimate the WVC from the 
MODIS data, which are suitable mainly for daytime. Table 4 provides a 
summary of retrieval errors for the second group, and shows that the 
accuracy is highest (MAE = 0.67 K, SD = 0.74 K, and R = 0.997) when 
the number of hidden layers is 6 and the number of hidden nodes is 400. 
Comparison of the data from this table with that in Table 3 shows a 
difference between the two test groups: adding atmospheric water vapor 
information significantly improves the accuracy of LST retrieval. 
Therefore, in practical applications, as much accurate atmospheric 
water vapor information as possible should be added to improve the LST 
retrieval accuracy. 

MODIS bands 20, 22, and 23 are in the atmospheric window in the 
3.5–4.2 μm medium wavelength range. The midinfrared band is affected 
by the sun and is therefore suitable mainly for night use. The third group 
is the combination of bands 20, 22, and 23 (3–5 μm) and bands 29, 30, 
31, 32, and 33 (8–13.5 μm), and this combination is suitable for LST 
retrieval during the night. We analyzed different combinations: (1) 
bands 20, 29, 31, and 32; (2) bands 20, 22, 31, and 32; (3) bands 20, 22, 
29, 31, and 32; (4) bands 20, 22, 29, 31, 32, and 33; (5) bands 20, 22, 23, 
29, 31, and 32; and (6) bands 20, 22, 23, 29, 31, 32, and 33. The ac
curacy of the combination of bands 20, 22, 23, 29, 31, and 32 and the 
combination of bands 20, 22, 23, 29, 31, 32, and 33 is similar and better 
than that of the other combinations, but band 33 is substantially affected 
by carbon dioxide. From the perspective of reducing the quantity of data 

and the number of calculations, we choose the combination of bands 20, 
22, 23, 29, 31, and 32. Here, we provide detailed information for only 
this combination (above), which is presented in Table 5. This table 
clearly shows that the accuracy is highest when the number of hidden 
layers is 6 and the number of hidden nodes is 700 (MAE = 0.55 K, SD =
0.56 K, and R = 0.998). 

In addition, we compare the Tg and Tr of the optimal layer and the 
node settings of the three combinations, as shown in Fig. 11. Fig. 11a 
clearly shows that the retrieval accuracy of the three TIR bands can be 
improved by increasing WVC or the TIR bands in the atmospheric 
window, where most of the error distribution accumulates near zero. 
The same conclusion can be obtained from the analysis in Fig. 11b. The 
figure also shows that although the average level of the three combi
nations is within 1 K, the error fluctuation after increasing the WVC or 
TIR bands in the atmospheric window is greatly reduced. However, 
compared to the first combination, the latter two combinations have 
more outliers. The reason for this may be that the accuracy of the ob
tained atmospheric water vapor information is not sufficiently high, and 
the input of multiple TIR bands also adds some redundant information. 

In summary, band combinations with high theoretical accuracy can 
be considered for application. However, in fact, the availability, accu
racy, redundancy, etc., of the data should also be considered, and the 
application should consider the actual circumstances. 

4.1.3. Summary of the validations based on MODTRAN simulation data 
One of our validation approaches (Section 3.4) uses MODTRAN 

simulation data to prove the theoretical accuracy of our method. To 
summarize the validations above based on MODTRAN simulation data, 

Table 4 
Retrieval errors of MODTRAN simulated data from MODIS TIR bands 29, 31, and 32 with WVC. 

Hidden layers, nodes (0~65°), and retrieval errors (from MODIS bands 29, 31, and 32 with WVC)

Hidden

layers

400 500 600 700 800

MAE SD R MAE SD R MAE SD R MAE SD R MAE SD R

3 0.71 0.76 0.997 0.71 0.76 0.997 0.70 0.76 0.997 0.70 0.78 0.997 0.68 0.75 0.997

4 0.70 0.76 0.997 0.70 0.76 0.997 0.71 0.76 0.997 0.72 0.78 0.997 0.77 1.17 0.994

5 0.69 0.77 0.997 0.75 0.80 0.996 0.92 1.61 0.990 0.89 2.37 0.982 0.95 1.95 0.987

6 0.67 0.74 0.997 0.72 0.84 0.996 0.73 0.76 0.997 1.05 2.64 0.977 0.72 1.11 0.995

7 0.75 1.12 0.995 0.70 0.88 0.996 0.88 1.66 0.990 0.93 1.49 0.991 0.74 1.79 0.989

8 0.88 2.20 0.984 0.91 2.70 0.977 0.72 0.95 0.996 1.04 1.53 0.990 0.98 1.40 0.991

9 0.80 1.62 0.991 0.78 0.90 0.996 0.73 2.86 0.975 0.94 1.39 0.992 0.98 1.10 0.994

10 0.81 1.10 0.994 0.74 0.87 0.996 0.79 1.02 0.995 1.12 1.97 0.986 0.71 0.81 0.997
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we performed scatter diagram analysis (Fig. 12) of the error when each 
data point is in the optimal band combination and the optimal structure 
of its DL-NN. For VIMS data, the best band combination is four TIR bands 
and atmospheric water vapor information (namely, bands 9, 10, 11, and 
12 with WVC), and the accuracy is highest when the number of hidden 
layers is 4 and the number of hidden nodes is 700 (MAE = 0.04 K, SD =
0.04, and R = 1.000). For MODIS data, the best band combination is six 
bands (namely, bands 20, 22, 23, 29, 31, and 32), and the accuracy is 
highest when the number of hidden layers is 6 and the number of hidden 
nodes is 700 (MAE = 0.55 K, SD = 0.56 K, and R = 0.998). For AGRI 
data, the best band combination is four TIR bands (namely, bands 11, 
12, 13 and 14), and the accuracy is highest when the number of hidden 
layers is 10 and the number of hidden nodes is 700 (MAE = 0.70 K, SD =
1.19 K, and R = 0.995). 

In Fig. 12a, due to the high accuracy of the simulation validation of 
VIMS, the data points overlap substantially. Shown from Fig. 12b and 
Fig. 12c, the retrieval error is relatively large at both ends, and there are 
two main reasons. First, the training and test data at both ends are 
relatively small. Second, when the observation angle is greater than 55◦

and the WVC is higher than 2.5 g/cm2, the retrieval error will increase. 
In the simulation, we set the WVC on the vertical path. Shown in Fig. 13, 
when the WVC on the vertical path is 2.5 g/cm2 and the observation 
angle is greater than 60◦, which means that the WVC on the slant path 
exceeds 5 g/cm2 and the transmittance is already lower than 0.4 for 
some TIR bands (Mao et al., 2005). It is no longer suitable for LST 
retrieval when the transmittance is relatively low. When the observation 
angle is relatively large and the WVC is high, the retrieval can still 
maintain a certain accuracy to prove the robust of this method. Clearly, 

in simulation and practical applications, we can also choose to remove 
this part of the retrieval result to improve accuracy. In general, the 
simulation validation accuracy of the three datasets is high, which 
proves the feasibility of our proposed method. 

4.2. Practical analysis and validation 

The LST abduction we propose is universal, and we selected the 
Bohai Rim region to demonstrate the application. This region is located 
around the Bohai Sea in the Jing-Jin-Ji area (namely, Beijing, Tianjin 
and Hebei Provinces), Liaodong Peninsula and Shandong Peninsula in 
northern China (Fig. 14). As one of China’s agriculturally developed 
regions, the Bohai Rim region has a temperate monsoon climate. More 
importantly, there are many ground observation sites, and we have a 
wealth of prior knowledge about the area. Therefore, the region is 
conducive to verification analysis. Considering that the quality of 
MODIS data is the best, we take the LST retrieval process of MODIS data 
as the research object, and the main results of the other two datasets are 
briefly discussed. 

4.2.1. Practical analysis, cross-validation, and in situ validation of MODIS 
data 

The DL-NN trained above is used to retrieve the LST from MODIS 
image data. Specifically, the midinfrared data (bands 20, 22, and 23; 
3–5 μm), TIR data (bands 29, 31, 32, and 33; 8–13.5 μm) and atmo
spheric water vapor data (retrieved from bands 2, 5, 17, 18, and 19; 
0.8–1.25 μm) of EOS/MODIS are selected and used as the input pa
rameters of the corresponding DL-NN. The inputs of the DL-NN are the 

Table 5 
Retrieval errors of MODTRAN simulated data from MODIS bands 20, 22, 23, 29, 31, and 32. 

Hidden layers, nodes (0~65°), and retrieval errors (from MODIS bands 20, 22, 23, 29, 31, and 32)

Hidden

layers

400 500 600 700 800

MAE SD R MAE SD R MAE SD R MAE SD R MAE SD R

3 0.81 0.65 0.997 0.80 0.63 0.997 0.73 0.61 0.997 0.61 0.64 0.998 0.68 0.59 0.997

4 0.80 0.64 0.997 0.73 0.99 0.995 0.67 0.70 0.997 0.62 0.60 0.998 0.76 2.20 0.984

5 0.91 0.67 0.996 0.93 0.64 0.996 0.62 0.55 0.998 0.58 0.56 0.998 0.66 1.43 0.993

6 0.74 0.63 0.997 0.56 0.53 0.998 0.57 0.54 0.998 0.55 0.56 0.998 0.57 0.53 0.998

7 0.61 0.56 0.998 0.68 3.30 0.968 0.70 0.61 0.997 0.63 0.65 0.998 0.65 0.64 0.998

8 0.86 1.03 0.995 0.68 1.31 0.994 0.65 0.61 0.998 0.61 0.75 0.997 0.61 1.02 0.996

9 0.75 0.66 0.997 0.69 0.60 0.998 0.59 0.61 0.998 0.60 0.59 0.998 0.63 0.60 0.998

10 0.71 0.65 0.997 0.76 0.74 0.997 0.64 0.74 0.997 0.70 1.18 0.994 0.64 1.50 0.992
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BT (BTi, i=20, 22, 23, 29, 31, 32, 33) and the WVC retrieved from 
MODIS bands 2, 5, 17, 18, and 19, and the output is the LST. We select 
the Terra/MODIS and Aqua/MODIS images from September 9, 2005 (for 
daytime), and October 4, 2018 (for nighttime) for examples. Fig. 15b 
and Fig. 16a show the MODIS LST products MOD11A1 and MYD11A1, 
respectively. The LSTs extracted in Kelvin with the generalized split- 
window algorithm (Wan and Dozier, 1996) represent the differences 
in LSTs between the DL-NN retrieved results and MODIS LST products. 

As Fig. 15 and Fig. 16 show that the spatial distribution of the 
retrieved LSTs is similar to the MODIS products. Moreover, Fig. 17 in
dicates that most of the difference values between MODIS LST products 
and the retrieved LSTs are within − 1–1 K. The retrieved LSTs of a few 
areas were slightly higher than the MODIS LST products in the main 
agricultural production area of China. In September and October, straw 
burning incidents were common in North China after the autumn har
vest. Ground surveys support this point, and we can also see the slight 
aerosol caused by burning straw from the RGB image (Fig. 15a). Thus, 
we can infer that the MODIS LST product algorithm underestimates the 
true LST because the LSEs are changed due to the burning of straw on the 
ground. Fortunately, the LST retrieval method based on the combination 
of DL-NN and RTE can overcome this shortcoming. The four band 
combinations for retrieving LSTs are effective and reasonable, and the 
band combination with added water vapor information is closer to the 
actual situation. In conclusion, the generalized split-window LST algo
rithm (Wan and Dozier, 1996) achieves a high accuracy of MODIS LST 
products, but the retrieval process is relatively complex and requires 
more parameters. Our method achieves an accuracy close to that of this 
algorithm and can simplify the process. 

Moreover, we sampled stations under clear skies and with flat 
terrain, representative and single feature types for the in situ validation 
of the LSTs retrieved from MODIS data. Fig. 18 displays the validation of 
the best band combination, namely, MODIS TIR bands 29, 31, and 32 
with WVC. The figure shows that in situ validation has a high-precision 
fitting accuracy (R2 = 0.902) with an MAE of 1.12 K and an RMSE of 
1.12 K. 

4.2.2. Practical analysis and in situ validation of AGRI and VIMS data 
We have analyzed the AGRI and VIMS datasets and found that the on- 

board calibrations of AGRI and VIMS instruments are unstable and the 
center wavelengths are offset. Therefore, the deviation from the model 
simulation data is relatively large, which is difficult. Therefore, the de
viation between actual data and model simulation data is relatively 
large, and it is difficult to directly perform retrieval calculation and 
analysis with simulated data. Another advantage of the DL-NN algo
rithm does not require the relationship between the input parameters 
and the output parameters to be specified and can perform optimal 
computation. Therefore, based on the principle of LST abduction, we 
have established a new training database by supplementing reliable LST 
data and the BT of the images. The abduction was verified to have a good 
internal correction effect, which effectively avoided the BT deviation. 

Considering that the two data-processing methods are similar, we 
take the AGRI as an example to illustrate the LST abduction-based 
correction process. MODIS LST products have been widely recognized, 
applied, and validated (Wan, 2008; Wan et al., 2002). AGRI is a sensor 
mounted on a geostationary satellite, and its time resolution is very high 
(a local area is higher than 35 min), so the MODIS LST products 

(b)

Fig. 11. (a) Histogram of the difference between Tg and Tr. (b) A boxplot of the absolute difference between Tg and Tr; the x-axis is the band combination, where “4 
T” represents MODIS TIR bands 29, 31, 32, and 33; “3 T + WVC” represents MODIS TIR bands 29, 31, and 32 with WVC; and “6 T” represents MODIS bands 20, 22, 
23, 29, 31, and 32. 
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Fig. 12. Validations based on MODTRAN simulation data of (a) VIMS data, (b) MODIS data and (c) AGRI data when each data point has the optimal band com
bination and the optimal hidden layer and nodes of the well-trained DL-NN. 
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corresponding to the time are very good ground data. We resampled 
different data and unified the resolution, and then used latitude, longi
tude and time as control conditions, and selected about 30 sceneries in 
eastern China to build a training and testing database. Especially for the 
VIMS data with a high spatial resolution, we have added images around 
the Bohai Sea region to provide the retrieved LSTs corresponding to 
sufficient and reliable validation station data. After training and testing, 
the best band combination (AGRI TIR bands 11, 12 13, and 14) is used to 
make the retrieval application. As shown in Fig. 19, the LSTs are 
290.02–329.54 K. This figure provides a wealth of information about the 
spatial distribution of retrieved LSTs. That is, developed urban areas 
have an urban heat island effect due to high urbanization and have LSTs 
that are higher than those of surrounding areas. 

Similarly, we did the same processing and analysis for VIMS data. 
The best band combination (TIR bands 9, 10, 11, and 12) is used to make 
the retrieval application. As shown in Fig. 20, the LST range is 280–330 

K, and the geometric information in the resulting picture is rich. We can 
clearly identify the built-up area of Dongying City, Shandong Province 
(whose LSTs are higher than those of the surrounding area). Geometric 
information on the surrounding aquaculture areas, farmland, and 
various bodies of water (including reservoirs, rivers and the Bohai Sea) 
is also clearly depicted. 

we sampled stations under clear skies and with flat terrain, repre
sentative and single feature types for validation. For AGRI data, Fig. 21a 
displays the in situ validation of the best band combination, namely, 
AGRI TIR bands 11, 12, 13, and 14. The MAE between the retrieved LST 
and ground LST is 1.78 K, the R2 is 0.938, and the RMSE is 1.76 K. 
Fig. 21b displays the validation of the best band combination of VIMS 
data, namely, TIR bands 9, 10, 11, and 12. The figure shows a good 
fitting accuracy (R2 = 0.959) with an MAE of 1.61 K and an RMSE of 
1.61 K. 

In summary, for MODIS data, our method achieves high validation 
accuracy both in the in situ validation and the cross-validation to MODIS 
LST products. Since LST retrieval from both AGRI and VIMS data in
volves time correction based on ground stations and image resampling, 
the extracted information will inevitably contain certain errors. More
over, the new AGRI and VIMS data are not very stable, and their onboard 
calibration needs to be further improved. This problem can be remedied 
by further increasing the quantity of reliable data used to retrain the DL- 
NN. If more reliable LSTs (such as MODIS LST products) can be added 
and if DL-NN training can be performed in different regions and seasons, 
the LST retrieval accuracy will be further improved. 

5. Discussion and conclusions 

5.1. Discussion 

With the foundation of GLR, MDK-DL method does not need prior 
knowledge of the two parameters (LSE and transmittance). Our method 
does not need to obtain complex parameter information, uses only the 
BT on the satellite as input parameters. Clearly, if the satellite sensor has 
atmospheric water vapor band that can provide water vapor informa
tion, the retrieval accuracy can be greatly improved. Taking MODIS data 
as an example, we studied the relationship between the LST and BT at 
the satellite. The simulation results are displayed in Fig. 22. For different 
ground surface types (with different LSEs) and atmospheric conditions, 
the same LST corresponds to a plurality of BTs at the satellite, and the 
largest range of variation is more than 25 degrees. Clearly, if a single- 
band statistical regression retrieval method is used, the average error 
is more than 10 K. Therefore, the traditional method requires atmo
spheric parameters and LSE as a priori knowledge. In other words, an LST 
value corresponds to a vast number of measurable BTs, and the range 
fluctuates greatly, which will bring some uncertainty to LST retrieval. 

Moreover, if the different LSTs are considered to be one type, LST 

Fig. 13. Relationship of WVC between in vertical path and in slant path.  

Fig. 14. The location of the Bohai Rim region.  
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Fig. 15. (a) RGB image for the daytime of September 9, 2005. (b) MODIS product (MOD11A1). (c) LST retrieved from MODIS bands 29, 31, 32, and 33 using the DL- 
NN algorithm. (d) LST retrieved from bands 29, 31, and 32 with WVC using the DL-NN algorithm. The white areas denote invalid values. 
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Fig. 16. Retrieved LSTs (K) for the nighttime of October 4, 2018. (a) LST product (MYD11A1). (b) LST retrieved from MODIS bands 29, 31, 32, and 33 using the DL- 
NN algorithm. (c) LST retrieved from bands 20, 22, 23, 29, 31, and 32 using the DL-NN algorithm. The white areas denote invalid values. 
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Fig. 17. Cross-validation. The difference (K) between MODIS LST products and the retrieved LSTs from MODIS data (retrieved LSTs minus LST products) using the 
DL-NN algorithm. (a) The difference between Fig. 15c and Fig. 15b. (b) The difference between Fig. 15d and Fig. 15b. (c) The difference between Fig. 16b and 
Fig. 16a. (d) The difference between Fig. 16c and Fig. 16a. The white areas denote invalid values. 
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retrieval can be regarded as a classification problem. That is, LST 
retrieval is the same as high-dimensional classification. The traditional 
retrieval method classifies the ground features into different LST values 
according to the relevant radiation transmission information after 
determining each type of ground surface. If there is a method that can 

directly and accurately perform high-dimensional LST classification, the 
amplification error caused by step-by-step calculation in the conven
tional method can be overcome, and the target (LST) accuracy is judged 
to be the highest. Remote sensing images have problematic aspects with 
complex nonlinear characteristics and complementary, redundant 
spectral information. As a powerful machine learning methodology, 
deep learning can potentially extract more abstract and complex fea
tures at higher levels. This method has also proven to be efficient and 
powerful in extracting different ground surface types when processing 
hyperspectral and multispectral images (Geng et al., 2015). Mao et al. 
(2008) obtained good results, which concluded that neural networks are 
the best method for resolving the (LST and LSE) retrieval problem 
because these methods have function approximation, optimization 
computation and classification abilities. 

In actual LST retrieval, for MODIS data, the best band combination is 
three TIR bands and atmospheric water vapor information (namely, 
MODIS TIR bands 29, 31, and 32 with WVC). For AGRI and VIMS data, 
the best band combination is four TIR bands (namely, AGRI TIR bands 
11, 12, 13, and 14) and VIMS TIR bands (9, 10, 11, and 12), respectively. 
However, we also need to pay attention to the following two aspects. 
The first is the influence of TIR bands and atmospheric water vapor 
information. In general, most TIR bands in the atmospheric window are 
more stable than the atmospheric water vapor information, but instru
ment design is more difficult. For example, the TIR bands of the data 
from the new VIMS are unstable, and we can add the atmospheric water 
vapor information to improve retrieval accuracy and calculation effi
ciency. Therefore, an appropriate increase in the water vapor band is 
beneficial to improve the accuracy of LST retrieval. Second, the obser
vation angle has an impact on LST retrieval. The biggest challenge of this 
method is that the retrieval accuracy decreases when the observation 
angle becomes larger and the WVC is high. To improve the retrieval 
accuracy, we can divide the observation angle into different intervals to 
retrain the DL-NN, and even divide it according to different seasons and 
regions. 

5.2. Conclusions 

To overcome the ill-conditioned problem of LST retrieval, a novel 
LST retrieval method is proposed based on model-data-knowledge- 
driven and deep learning, called the MDK-DL method. We discussed in 
detail the physical mechanism of parameter retrieval, the intrinsic 
relationship between geophysical parameters, and how to combine 
bands to achieve high retrieval accuracy. The analysis indicates that 
MDK-DL method consisting of model-data-knowledge-driven and deep 
learning is very suitable for resolving the ill-posed problem, which can 
use the interconnections between geophysical parameters. 

Based on the validation using simulation data, for high-resolution 
TIR remote sensing data, the minimum MAE obtained from the 
optimal band combination is less than 0.1 K at a small viewing direction 
(<7.5◦). For medium-resolution and low-resolution TIR remote sensing 
data at a large viewing direction (<65◦), the minimum MAE is less than 
0.8 K. The in situ validation shows that the minimum MAE obtained by 
the optimal band combination is approximately 1 K (RMSE = 1.123 K, 
and R2 = 0.902). Additionally, the retrieved maps have abundant and 
credible spatial information. Increasing the number of TIR bands in the 
atmospheric window can improve the retrieval accuracy of the LST, 
while adding accurate atmospheric water vapor information obtains 
better results. In general, four TIR bands in the atmospheric window are 
sufficient to retrieve the LST with high precision. However, when at
mospheric water vapor information and three TIR bands meeting the 
above conditions are available, adding additional TIR bands does not 
greatly improve retrieval accuracy. 

In general, the MDK-DL method provides a new pattern, which is also 
a general framework to systematically retrieve LSTs and is suitable for 
complex mountainous areas and cities. We think that the use of deep 
learning as an optimized calculation requires sufficient and necessary 

Fig. 18. In situ validation of MODIS data in practical analysis.  

Fig. 19. Retrieved LSTs (K) from BT images of AGRI TIR bands 11, 12, 13, and 
14 on July 1st, 2019, using the DL-NN algorithm; the white areas denote 
invalid values. 
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Fig. 20. LSTs (K) retrieved from VIMS TIR bands 9, 10, 11, and 12 of June 14, 
2019, using the DL-NN algorithm; the white areas denote invalid values. 
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Fig. 21. In situ validation of (a) AGRI data and (b) VIMS data in practical analysis.  

Fig. 22. The relationship between the LST and BT of (a) band 20, (b) band 22, (c) band 23, (d) band 29, (e) band 31, (f) band 32, and (g) band 33 at the satellite (in 
the case of MODIS data); (h) a boxplot of the absolute errors between the LSTs and BTs. 

H. Wang et al.                                                                                                                                                                                                                                   



Remote Sensing of Environment 265 (2021) 112665

18

conditions. If we want to obtain high-precision results, the necessary 
condition is that the input parameters (nodes) must determine the 
output parameters (output nodes), and there is a causal relationship 
between input and output nodes. The sufficient condition is that the 
input parameters can theoretically construct enough equations and the 
output results can be calculated theoretically. After satisfying the 
necessary and sufficient conditions, the use of deep learning methods is 
no longer a black box theory, and it is an optimal computation. The 
training and test data is actually the solution of the theoretical equation. 
The use of deep learning is just to use the obtained representative so
lution to optimize the space curve of the simulation solution, so as to 
achieve the purpose of optimizing the solution equation. The MDK-DL 
method can help enrich the theoretical connotation of LST retrieval 
and make it suitable for interdisciplinary applications. In the future, we 
can train and test DL-NN by adding a large amount of reliable and high- 
precision training and test data to adapt to more situations. 
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